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 i 
Abstract 

While tropical cyclones (TCs) are among the most dangerous and devastating natural 

hazards, TC intensity forecasts remain a particularly challenging problem in tropical weather 

prediction. To reduce deaths and damages caused by TCs, it is beneficial to gain greater 

understanding of the factors that govern TCs intensity and intensity tendency. In this study, the 

forward and adjoint of a numerical weather prediction model are used to assess the sensitivities 

of intensity to kinematic and thermodynamic variables. Specifically, this study will reveal how 

changes in horizontal wind, potential temperature, and water vapor mixing ratio distributions 

at the initial time of a 24h TC simulation influence TC simulated intensity. These sensitivities 

of intensity are used to construct optimal perturbations to the simulations. The consequences 

of these perturbations to the TC simulation are evaluated and described. 

In the sensitivity study, the Weather Research and Forecast (WRF) forward model and 

WRFPLUS adjoint model are used to study initial condition sensitivities of the intensity 

forecast of Atlantic Hurricane Irma (2017) for three 24h periods beginning 0000 UTC on 05, 

09, and 10 September 2017. Sensitivities to horizontal winds show that a stronger primary 

circulation in the rainband regions associated with cyclonic vorticity spiraling back against the 

vortex flow would enhance the intensity of hurricane. The results further suggest that a stronger 

secondary circulation, at the initial time, would not lead to a more intense hurricane 24h later. 

Sensitivities to temperature and water vapor mixing ratio suggest that an increase of equivalent 

potential temperature throughout the depth of the troposphere in the eye, and in the rainband 

regions from lower- to mid-troposphere could intensify the hurricane. This is presumed to be 

a consequence of the fact that sensible and latent heating in the eye would decrease the 

downdraft thus decrease the central pressure; sensible and latent heating in the rainband region 

would enhance the convection and the inflow above the boundary layer. Mid-level entrainment 

and low-level transport of high-entropy air within the eye to the eyewall could enhance 

convection in the eyewall; transport of rainband air of increased entropy and higher angular 

momentum from the rainband to the eyewall by the enhanced inflow could enhance convection 

in the eyewall and spin up the primary circulation in the rainband regions. The sensitivities in 

the eyewall region are small, because the air is already warm and saturated in that region. 
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Optimal perturbations, perturbations designed to elicit a specific change in the final 

time intensity utilizing minimum initial energy, were introduced to the initial conditions of the 

nonlinear simulations and a comparison of the outputs of the control and perturbed simulations 

was performed. It was found that the intensified (weakened) cyclone shifts southward 

(northward) along the track of the control cyclone. Secondly, the evolved initial optimal 

perturbations rotate cyclonically around the control TC with the period of 48h as a wave 

number one disturbance, similar to a vortex Rossby wave. For this case, perturbations to 

horizontal winds are more influential than perturbations of temperature and water vapor mixing 

ratio for changes of TC intensity; perturbations to a weakening hurricane behave more linearly 

than those designed to intensify it. Furthermore, perturbations of horizontal winds and potential 

temperature, as well as total energy of optimal perturbations propagate upward during the 

simulation periods. 
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1. Introduction 

a. Tropical cyclones 

1) DEFINITIONS AND IMPACTS 

A tropical cyclone (TC) is warm-core, non-frontal, synoptic-scale cyclone, originating 

over tropical or subtropical waters, with organized deep convection and a closed surface wind 

circulation about a well-defined center (United States National Hurricane Center, NHC). The 

term hurricane is used for Northern Hemisphere TCs east of the International Dateline to the 

Greenwich Meridian with maximum sustained surface wind (using the U.S. 1-minute average) 

of 64 kt (119 kmh-1) or more (Hart, 2006). It is observed that most intense Atlantic hurricanes 

occur typically during August to October and are formed from African easterly waves. 

Understanding TC dynamics and improving TC forecast skill are important research foci since 

TCs bring annually considerable loss of life, property damage, and disruption of commerce. 

Pielke et al. (2008) estimates that annual damage of hurricanes is about $10 billion. 

Improvement in forecast intensity and track could mitigate social disruption and economic 

impact as evacuations could be more targeted, recovery efforts better staged prior to TC 

impacts, and property better secured. 

2) TC PREDICTABILITY 

Tropical cyclone track forecasts have seen considerable improvement over the last few 

decades while intensity forecasts remain a longstanding challenge with only modest 

improvement over a similar time interval. Indeed, in the latest annual NHC verification report 

(Cangialosi, 2018), the mean NHC official track forecast errors in the Atlantic basin for the 

2017 hurricane season were smaller than the previous 5-yr means at all forecast times and the 

2017 official track forecasts set records for track accuracy at all forecast times. Intensity 

forecasts errors, on the other hand, were higher than the 2016 values from 24 to 72 h, but 

decreased at the 96- and 120-h forecast times. Cangialosi (2018) notes that despite interannual 

variability of intensity forecast errors, there has been a notable decrease in such errors over the 

last seven years, with forecasts in the current decade being more skillful than those of the last 

decade. An even more vexing forecast challenge has been TC rapid intensification (RI) defined 

as an increase in the maximum sustained winds of a TC of at least 15ms-1 in a 24h period. 

Intensity change is the focus of the present research. 
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While it is now widely understood that the maximum potential intensity (MPI) of long-

lasting TCs is controlled mostly by environmental thermodynamic conditions (e.g., Emanuel 

1986; Emanuel 1988; DeMaria and Kaplan 1994), TC intensification is believed to be 

governed by complex physical and dynamical processes (Judt and Chen 2016; hereafter JCB16) 

affected by multiscale interactions between the TC environment, the mean TC vortex, and 

internal convective processes (e.g., Rogers 2010; Guimond et al. 2010; Rogers et al. 2015). 

The predictability of TC intensity and intensity change is dependent in part, on whether 

intensification is controlled to a greater extent by environmental or internal processes. For 

instance, a recent TC predictability study showed that the mean TC vortex and the wavenumber 

1 asymmetry, which are predominantly controlled by the TC environment, are predictable for 

much longer (7 days) than small-scale structures, which are controlled by internal convective 

processes with predictability limits of 12h (JCB16). JCB16 also found that the highest forecast 

uncertainty occurs during RI. 

3) TC STRUCTURE 

A tropical cyclone has three conspicuous regions: the eye, the eyewall, and its (spiral) 

rainbands; and two well-developed wind patterns: a horizontal, primary (tangential wind) 

circulation and a secondary “in-up-and-out”, thermally direct, radial-vertical circulation. The 

eye is a warm and nearly calm wind region near the cyclone center. In well-developed TCs the 

eye is manifest as a clear, or nearly clear region on visible satellite imagery and as a local 

maximum in brightness temperature on infrared imagery. The eye is associated with weak 

subsidence. The eyewall is a ring of intense, outwardly and upwardly sloping convection some 

tens of kilometers from the cyclone center where the strongest, cyclonic, tangential winds are 

found. The primary (i.e. azimuthal) circulation is strongest in the eyewall regions, and 

decreases with radius and height. The TC primary circulation can extend hundreds of 

kilometers from the eye and diminishes with height in accord with thermal wind balance for a 

gradient wind, hydrostatic warm-core vortex. In fact, the TC primary circulation becomes 

anticyclonic near the tropopause (about 15 km above the surface) beyond 200 km radius, which 

is due to the loss of angular momentum in the low-level inflow (Smith 2006). The secondary 

circulation is characterized by a low- and mid-level inflow, and upper-level outflow and 

represents the response to both diabatic heating and momentum forcing, including surface 
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friction. The secondary circulation transports high absolute angular momentum inward to spin-

up the TC primary circulation. Air spirals into the storm at low levels with much of the inflow 

in the boundary layer 0.5-1 km deep. Air spirals out at upper levels 5-100 km from the center 

(Smith 2006). At larger radii from the cyclone center, there are spiral bands of convective cloud 

referred to as spiral (rain) bands. Despite their presence in most TCs, these spiral bands remain 

enigmatic features of tropical cyclones to the present date with many extant theories on their 

formation. 

Malkus (1958) proposed a model of the TC eye which assumes that the air within the 

eye comes from the eyewall at upper-levels, descends with exchange of properties (e.g., 

acquires angular momentum) through the mid-levels, and flows out at lower-levels. Since the 

low-level outflow has large angular momentum, low-level divergence increases. This process 

further maintains the upper-level descent and associated compressional warming of the eye. 

The low-level divergence and the surface friction make the wind speed in the eye small. Riehl 

and Malkus (1961) found that the eyewall consists of “hot towers”, which transport moist, 

warm air upward in the inner core, and while covering only a small fraction of the eyewall 

contribute ultimately to the most vertical mass and heat flux in the tropical cyclone. Hot towers 

together with oceanic heat source in the eyewall produce a large, outward-directed, horizontal 

pressure gradient.  

4) TC INTENSITY AND INTENSITY CHANGE 

 Six environmental conditions favorable for tropical cyclone formation were identified 

by Gray (1975): 

1. large lower-tropospheric relative vorticity, 

2. a location sufficiently removed poleward of the equator to provide a significant value 

of planetary vorticity;  

3. relatively weak vertical wind shear (less than 5 ms-1 between 500 and 200 hPa); 

4. sea surface temperature is greater than 26°C down to a depth of 60 m; 

5. conditional instability between the surface and the 500 hPa level; and  

6. large values of lower-to-middle tropospheric relative humidity 
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While Gray’s focus was on tropical cyclogenesis (as opposed to the intensity change of an 

already existing TC), for existing TCs, conditions (3) – (6) are considered key by operational 

forecasters for identifying environments favorable for existing TCs to further intensify.  

Sea surface temperature (SST) is perhaps the most obvious factor governing TC 

intensity and intensity change: Bender and Ginis (2000) found that a decrease of SST induced 

by Ekman upwelling underneath the TC circulation could be detrimental to TC intensity for 

slow moving TCs. Further, SST cooling could slow the deepening rate of TCs. In addition, 

Bender and Ginis (2000) found that use of a coupled model was able to improve the intensity 

forecasts.  

While it has been recognized that sea surface temperature (SST) plays a role in the 

formation and intensification of TCs (Palmén 1948; Miller 1958), SST alone is not a good 

predictor of whether a specific TC will undergo intensification (Demaria and Kaplan, 1994). 

The ultimate energy source of tropical cyclones is the thermodynamic disequilibrium of the 

tropical ocean and the overlying tropical atmosphere. Riehl (1954) was among the first to 

describe TCs as heat engines and showed that for air ascending in the eyewall to be warmer 

than that of the far environment (a condition for conversion of potential to kinetic energy) the 

inflowing air had to acquire enthalpy from the underlying sea surface. Malkus and Riehl (1960) 

developed a model of inflow layer air spiraling into the steady-state TC near the ocean surface. 

They found that transfer of the sensible and latent heat from the ocean to the atmosphere in the 

core determines the pressure gradient along the trajectory, such that changes of moist entropy 

(qe) and changes the surface pressure (ps) satisfy: −𝛿𝑝$ = 2.5𝛿𝜃*.  

Tropical cyclone energetics have been idealized more recently as those of a Carnot heat 

engine (Fig. 1.1). As such, the thermal efficiency of a TC depends on sea surface temperature 

(SST, heat source temperature) and mean (upper-tropospheric) outflow temperature (heat sink 

temperature). The most important assumption is that boundary-layer air parcels are 

conditionally neutral to displacement along the angular momentum surfaces of the TC. 

Therefore, the thermodynamics are reversible. In this Carnot idealization, air parcels acquire 

heat through fluxes of sensible and latent heat along an inflow, expansion leg (B) that is 

assumed to be isothermal. During this expansion, air parcels are losing angular momentum due 

to surface friction. The air parcels then ascend moist adiabatically within the eyewall and flare 
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outward along nearly congruent moist adiabats and angular momentum surfaces (C). At large 

radii it is assumed that air parcels lose enough heat through radiative cooling (D) to return to 

their ambient 𝜃*  value and that angular momentum is restored. The cycle is closed during an 

assumed adiabatic compression leg (A) along an absolute vortex surface (angular momentum 

surface). The work done by the heat engine is assumed to be converted into kinetic energy that 

is dissipated ultimately in the frictional boundary layer. As a consequence, this thermodynamic 

cycle is linked to the boundary layer wind field (Riemer et al. 2010).  

Using this Carnot cycle idealization, Emanuel (1988) derived a formula of maximum 

potential intensity (MPI). In his derivation, he applied Bernoulli’s principle and assumed 

pseudo-adiabatic processes in deep convection within the eyewall and the outflows, then 

integrated the energy along the streamlines (i.e., absolute vortex lines). Two additional 

assumptions were also used, the first is that there is no radial temperature gradient in the 

atmospheric mixed layer; the second is that no dissipation occurs except within the inflow (i.e., 

surface friction) and at large radii in the outflow. Further modifications of Emanuel’s model 

include effects of a subcloud-layer (Emanuel 1995a), surface exchange coefficients (Emanuel 

1995b), and dissipative heating (Bister and Emanuel 1998). Emanuel (1999) provided a 

formula of thermal efficiency in terms of maximum wind speed, exchange coefficients of 

enthalpy and momentum, and difference of specific enthalpies of air at saturation at sea surface 

and ambient boundary layer. The formula for TC maximum potential intensity of hurricane 

gives a quantitative expression for the maximum intensity of TCs given the thermodynamic 

states of both the environment and the underlying sea. While there are competing approaches 

to estimate TC MPI (e.g., Miller 1958, and Holland 1997) which unlike Emanuel’s approach, 

depend on ambient CAPE, Camp and Montgomery (2001) found that Emanuel’s MPI approach 

provided a better estimate of maximum intensity. The shortcomings of Emanuel’s model may 

be due to the ignored asymmetric dynamics of TCs. We note that the MPI as formulated by 

Emanuel does not account for the necessary work done in the development of the expansive 

outflow anticyclone as it is assumed that the anticyclone is fully developed and at steady state 

in this theory (Rappin et al. 2011). In part, because this outflow work is done at the expense of 

the energy gained in the inflow from surface fluxes of sensible and latent heat, the MPI truly 

represents an upper bound on intensity. In fact, on average, only 55% of MPI is achieved by 
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TCs. Furthermore, only about 20% of hurricanes achieve 80% or more of their expected MPI 

(DeMaria and Kaplan 1994). Furthermore, Persing et al. (2013) found that the intensification 

rate in the 3-D model is smaller than in the axisymmetric model, because of the lack of 

convection organization into annular rings, so the axisymmetric model is overly efficient. 

Advances in the understanding of intensity change require knowledge of not only those 

mechanisms that define MPI, but also those that limit intensity (Persing et al. 2003) or could 

potentially disrupt (or “frustrate”, Reimer et al., 2010) the Carnot cycle upon which the MPI 

theory is based. Camp and Montgomery (2001) suggest that the reason that most TCs fail to 

reach their MPI is due to the secondary eyewalls and convectively generated vorticity 

anomalies. Emanuel et al. (2004) showed that wind shear is the main uncertainty for intensity 

prediction. The ventilation of the TC core by dry environmental air at mid-levels was perhaps 

the earliest idea on how TC intensity could be constrained by vertical shear (Riehl and Malkus, 

1961). Mixing of low 𝜃*  air into the eyewall at mid-levels is thought to be particularly effective 

because the minimum of 𝜃*  is usually located at this level. Riemer et al. (2010) suggest that 

this frustration of eyewall 𝜃*  constitutes a “dilution of the fuel burnt in the TC engine” and 

thus reduces the amount of work produced in the thermodynamic cycle available for kinetic 

energy increase and concomitant pressure falls. Riemer et al. (2010) proposed a new hypothesis 

for intensity modification of a TC interacting with vertical shear. They suggest that the energy 

cycle is frustrated at the inflow layer. Strong and persistent downdrafts in the TC rainband 

region transport the low 𝜃*  air (characteristic of the low-to-mid-troposphere of the tropical 

atmosphere), into the boundary layer (inflow region) of the storm, significantly depressing 

near-core BL 𝜃*  values. Latent and sensible heat fluxes from the warm ocean surface do not 

recover 𝜃*  values completely, as compared to the undiluted inflow. As a consequence, air 

parcels in the eyewall start rising with reduced 𝜃*  values. They demonstrated that the dilution 

process is capable of leading to intensity changes of tens of ms-1 (and hPa), without the vortex 

being sheared apart.  

An alternate view of the impact of shear involves the disruption of the TC potential 

vorticity structure (PV) by the shear. DeMaria (1996) suggest that as the vertical wind shear 

tilts the PV, the positive temperature perturbations associated with tilted PV could stabilize the 

mid-troposphere by increases in temperature near the center of the TC. The mid-troposphere 
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warming could inhibit convection and development of the TC, thus reducing intensity of the 

TC. More recent work (Jones 2000) has demonstrated that the temperature anomalies 

associated with vortex tilt also decrease stability locally and thus may enhance convection.  

Cram et al. (2007) calculated Lagrangian air parcel trajectories and studied the transport 

and mixing processes within a mature and vertically sheared hurricane. They found transport 

and mixing from the low-level eye to the eyewall. This process could strengthen the hurricane 

since the air from the eye has high equivalent potential temperature (𝜃*). Moreover, there is 

low-level inflow bypassing the eyewall and entering the eye and acquiring high entropy from 

sea. In the mid- to upper-level, the eye exchanges air with the eyewall. In addition, there is 

entrainment from the mid- to upper-level environment with lower 𝜃*  into mid-level eyewall. 

Outside the radius of maximum winds, the TC primary circulation is spun up by radial 

advection of momentum by in flowing air; in the eyewall, the primary circulation is spun up 

by the mean vertical advection of momentum from the boundary layer, and by radial and 

vertical eddy momentum fluxes (Montgomery and Smith 2017). 

Emanuel (1986) proposed the wind-induced surface heat exchange (WISHE) 

mechanism, which is self-induced heat transfer from the ocean for intensification and 

maintenance of TCs. This model resembles a Carnot engine, which is also mentioned by 

Ooyama (1982). The energy sources are the sensible and latent heat transfer from the ocean; 

the energy sinks are the surface friction and upper-level cold air. This theory represents a 

positive feedback between the surface wind speed and the surface heat fluxes in a neutral (to 

symmetrically unstable) environment. Stronger inflow could induce stronger sea surface 

sensible and latent heat (i.e. moist enthalpy) fluxes, then the heat enhances cumulus convection 

and the secondary circulation. Heating of condensed water in the precipitation clouds which 

falls out as rain keeps the neutrality of the atmosphere. The heat transfer from the sea surface 

would be redistributed by the cumulus convection to keep the environment conditionally 

neutral and strengthen the secondary circulation. Specifically, condensed water in the mid-

troposphere re-evaporates then cools the mid-level atmosphere, then downdrafts import low-

entropy air into the boundary layer at a rate that exceeds the enthalpy flux from the ocean 

surface. When the entropy of the mid-tropospheric air is large enough, the low-entropy flux 

into the boundary layer by downdrafts is weakened, and the hurricane intensifies (Emanuel 
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1991). The WISHE mechanism could maintain TCs in steady state without the CISK 

(Convective Instability of the Second Kind) mechanism of Charney and Elliasen (1964) and 

stored convective energy (CAPE). Rotunno and Emanuel (1987) verified Emanuel’s theories 

(Emanuel 1986) using a numerical model. Moreover, they showed that WISHE is crucial for 

TC development and structure. Their modelling results suggested that the horizontal size of a 

TC is determined by initial disturbance size. 

A vortex is inertially stable if the absolute angular momentum increases outward. For 

an axisymmetric vortex with cyclonic absolute vorticity, larger cyclonic relative vorticity 

means a more inertially stable vortex. Inertial stability substantially influences the formation 

and size of eye of a TC, as well as latent heating. Schubert and Hack (1982) found that in a 

high inertial stability region, the vortex has a stronger stiffening effect, and a weaker secondary 

circulation and adiabatic cooling, thus net latent heating in the cumulus convection is larger. 

Since the inertial stability is the largest just inside the radius of maximum wind (RMW), 

heating in the vicinity of the RMW would accelerate the tangential wind the most inside the 

RMW, then decrease the RMW. They also found that the formation of an eye could stabilize 

the TC. Later, Hack and Schubert (1986) verified their theory through numerical modeling. 

Vigh and Schubert (2009) showed that rapid intensification happens when some eyewall 

convection appears inside the radius of maximum wind. Formation of an eye could remove 

diabatic heating from the high-inertial-stability region, then the TC tends to steady state as the 

core becomes more mature. 

 

b. Adjoint sensitivities and their applications to tropical cyclone studies 

Many of the questions surrounding the competing mechanisms of TC intensity change 

can be framed in the context of sensitivity of the intensity to the variables or processes. Adjoint 

sensitivity analysis allows for the efficient quantification of how intensity changes are related 

to changes in the initial conditions or forecast trajectory. In this thesis, we diagnose, describe, 

and interpret the adjoint sensitivity of the intensity of a simulated TC to the forecast trajectory 

of the simulation with a focus on the sensitivity to the initial conditions. We briefly review a 

background on adjoint sensitivities and the results of their applications to TC relevant 
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problems. A more comprehensive description of adjoint models and related tools is found in 

Chapter 2. 

1) ADJOINT SENSITIVITIES 

Use of an adjoint model to solve variational problems was proposed by Le Dimet and 

Talagrand (1986). They presented the adjoint algorithm to implement the four-dimensional 

variational data assimilation (4DVAR) which is to minimize a cost function defined as the 

difference between an observation and the model state representation of the observation. The 

adjoint of a numerical weather prediction (NWP) model is a tool used to evaluate the sensitivity 

of some variables to changes in the model state and boundary conditions at earlier times (Errico 

1997). The adjoint of an NWP model is defined as the transpose of the tangent linear model 

(TLM) which is the linearized version of NWP model. The (adjoint-derived) sensitivity is 

defined as the gradient of the response function (hereinafter 𝑅) with respect to the model state. 

𝑅 can be any differentiable function of the model final state; for the purposes of this study, the 

response functions will be defined to describe the TC intensity. The adjoint model integrates 

the sensitivity at the final time backwards to calculate the sensitivity at the initial time. The 

sensitivity at the initial time quantifies the (potential) impacts of the initial condition 

perturbations on 𝑅. The impacts can be estimated as the inner product of the initial condition 

perturbations and the sensitivity at initial time. In fact, a constraint of adjoint dynamics requires 

the inner product of the sensitivity and perturbations of variables is invariant while integrating 

equations backwards. As a consequence, the adjoint-based data assimilation methods like 

4DVAR, unlike other data assimilation methods, links the changes of variables to the 

dynamical equations and relates the initial and final state by atmospheric intrinsic dynamics. 

More generally, adjoint models enable the identification of the dynamical causes and 

relationships between different variables.  

The concept of sensitivity is very useful to study the influence of the synoptic features 

which are responsible for evolution of synoptic systems. Studies using adjoint models in this 

fashion have investigated the most important dynamical processes for the evolution of 

midlatitude and their associated forecast errors (e.g., Langland et al. 1995, Vukićević and 

Raeder 1995, Langland and Errico 1996, Langland et al. 2002, Kleist and Morgan 2005b, and 

Doyle et al. 2014) and tropical cyclone dynamics including steering and intensity change (e.g., 
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Wu et al. 2007, Hoover and Morgan 2011, Ito et al. 2011, Chu et al. 2011, Doyle et al. 2012, 

and Hoover 2015). Many of these studies will be discussed in greater depth in the next section. 

The tangent linear model is demonstrated to be valid within 24h (Talagrand and 

Courtier 1987). Errico and Raeder (1999) tested the linearity of the tangent linear model with 

moist physics. The linearity holds well in TLM and AM, although sensitivities are larger in 

moist models, and sensitivities to moist variables are larger than other variables. Linearity 

holds well where dry dynamics are primary, but poor where moist physics (e.g. convection) 

are dominant. Therefore, it is legitimate to treat the synoptic processes as quasi-linear, and use 

the tangent linear and adjoint models to study sensitivities. 

The sensitivity data output directly from an adjoint model does not include sensitivity 

to variables that may be of practical dynamical utility in synoptic analysis. Langland (1995) 

inferred sensitivity to QGPV from sensitivity to the zonal and meridional wind, and 

temperature. Arbogast (1998) proposed a variational minimization technique to compute 

sensitivity to potential vorticity (PV) and unbalanced flow within a two-dimensional, steady 

baroclinic environment. Kleist and Morgan (2005a) derived expressions of sensitivity to 

vorticity and divergence from sensitivities to the horizontal wind. In this thesis, the suggestions 

of Arbogast and Kleist and Morgan to calculate the sensitivity to derived variables from the 

sensitivity to model variables is used.  

Evolution of perturbations could be examined in the NLM numerical simulations by 

perturbing the initial conditions. The resulting perturbed output can be analyzed and 

differences in the forecast trajectories diagnosed. Optimal perturbations are a way to calculate 

the smallest changes of variables at the initial time with respect to specific change of response 

function. As described in Chapter 2, the smallest change here means the smallest change as 

measured by some form of the perturbation energy (e.g. kinetic energy) in some subset of the 

model domain.  

2) ADJOINT APPLICATIONS TO TROPICAL CYCLONE DYNAMICS 
Adjoint models have been used in a limited fashion to study TC dynamics. These 

models have been applied to address the three central issues in TC predictability: those of track 

(e.g., DeMaria and Jones 1993, Wu et al. 2007, Hoover and Morgan 2010 and 2011), intensity 

change (e.g., Chu et al 2011, Komaromi et al. 2011, Doyle et al. 2012), and genesis (Hoover 
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2015). One of the earliest studies using an adjoint model was the study of DeMaria and Jones 

(1993) who used a barotropic adjoint model to improve the hurricane track forecasts. 

Chu et al. (2011) studied sensitivities of the intensity of Typhoon Sinlaku (2008) to 

horizontal wind, water vapor mixing ratio, and temperature. They found that the most sensitive 

region during rapid intensification is the storm core and its vicinity through the depth of the 

troposphere. In addition, sensitivity to moisture is the most significant, which was verified by 

an idealized targeted observation experiment.  

The adjoint-derived sensitivity steering vector (ADSSV; Wu et al. 2007), diagnoses 

the sensitivity of TC steering flow to the non-divergent wind. The components of the ADSSV 

are defined as sensitivities with respect to vorticity of the volume averaged zonal and 

meridional components of the 850-300 hPa deep-layer flow over a volume centered at the TC 

position. The ADSSV is expressed as: , where R1 and R2 are the TC 

centered area averaged zonal wind and meridional wind components over the 850-300-hPa 

deep-layer respectively, and ζ is the relative vorticity. ADSSV was shown to be useful for the 

study of binary TC interactions. Wu et al. (2009) found that ADSSV signals were in good 

agreement with quantitative evaluation based on the PV diagnosis. Further, ADSSV signals 

could capture features of the TC-trough interaction.  

The ADSSV was modified by Hoover and Morgan (2010, 2011). Hoover and Morgan 

(2010) found that the response functions define by Wu et al. (2007) could not produce 

sensitivities to steering flow if the perturbations to the initial conditions changed the locations 

of the TCs at the final time. They overcame this problem by proposing an alternate response 

function for steering flow, which was defined as the deep-layer average of environmental wind 

diagnosed as the average flow in a response function box attributed to vorticity distributions 

outside the response function box. The response functions defined in this way were insensitive 

to the location of the perturbed TC location so long as the TC remained in the targeted box. 

Aside from the results for the specific cases considered in the manuscript, the significance of 

Hoover and Morgan (2011) is that it points to the necessity of properly defining response 

functions to capture the intended forecast aspect of interest.  

Hoover (2015) studied East Pacific tropical cyclogenesis using cases from 2004 to 2010 

and identified the cases which could grow barotropically in the environment of the low-level 

    (∂R1 / ∂ζ ,∂R2 / ∂ζ )
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East Pacific jet. Sensitivities of vortex intensity to vorticity were shown to have structures 

which tilt barotropically upshear, relative to the low-level westerly jet – a signature of 

barotropic growth. Most cases exhibit barotropic growth structures typified by strong low-level 

jets with large meridional shear, especially at jet level.  

Ito et al. (2011) used a f-plane, cloud-permitting, nonhydrostatic, axisymmetric adjoint 

model to study effects of surface friction and surface sensible and latent heat fluxes on TC 

intensity. The importance of this contribution is that it represents the first fine-scale adjoint-

based sensitivity analysis to understanding of hurricane inner core dynamics and 

thermodynamics and their relationship to the variability at the sea surface. They defined a 

hurricane intensity response function as the tangential velocity at the top of boundary layer in 

the eyewall. They found that an increase of inflow would increase the tangential velocity, 

which is due to the centrifugal force. They observed a dipole structure of sensitivities to vertical 

velocity, potential temperature and mixing ratio. These structures can be explained respectively 

by the continuity equation, buoyancy force and condensation terms of the adjoint model: 

perturbation of the radial wind is compensated by radial differential vertical motions; increases 

of potential temperature (increased buoyancy) increases vertical velocity; and increases of 

water vapor increase potential temperature via condensation, then increase vertical velocity. 

The sensitivities are positive (negative) in interior (exterior) of the verification region, and 

related to the surface and exterior of the hurricane. Moreover, sensitivities to momentum fluxes 

(sensible and latent heat fluxes) are negative (positive) within a certain radius, and could be 

positive (negative) beyond the radius. Sensitivities to sensible and latent heat fluxes have 

almost the same magnitude. Sensitivities to heat fluxes and SST are found to be large beneath 

the eyewall region. 

Doyle et al. (2012) conducted a study of the sensitivity and predictability of tropical 

cyclogenesis using an adjoint model and adjoint-derived optimal perturbations. In their study 

of Typhoon Nuri, for a response function defined as the kinetic energy per unit mass in a box 

centered at the cyclone location, adjoint diagnostics indicated that the intensity of Nuri was 

most sensitive to perturbations in the moisture and temperature fields and to a lesser degree 

the wind fields. More specifically, they found that increases in the primary circulation, as well 

as increases of potential temperature and water vapor in the rainband regions of the TC could 
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intensify the hurricane. In addition, sensitivities to water vapor and vorticity both slope inward 

toward the cyclone center with maxima in the lower- to mid-troposphere. Optimal 

perturbations of vorticity and water vapor grew from a sloped structure to a vertical orientation. 

Moreover, the total energy of the optimal perturbations is largest in the lower-level at the initial 

time, and grows rapidly throughout the troposphere with maximum in the upper-level, which 

is consistent with the “bottom-up” mechanism of tropical cyclogenesis (e.g., Ritchie and 

Holland 1997, Montgomery and Enagonio 1998). Furthermore, from the power spectrum of 

optimal perturbations of wind, they found that the peak of energy shifts upscale from 

convective scale to the scale of the vortex, which is consistent with the upscale vortex cascade 

mechanism. In the following work, we expand upon the work of Doyle et al. (2012) and use 

an adjoint model and adjoint-informed optimal perturbations to study the dynamics of TC 

intensification rather than the sensitivity of cyclogenesis. 

Brown and Hakim (2015) used ensemble sensitivity analysis (Torn and Hakim, 2008) 

to evaluate TC intensity sensitivities defined as the normalized correlation between cost 

function and input variables. They selected a set of rapidly intensifying hurricanes from an 

ensemble Kalman filter data assimilation system. Through a compositing of the cases studied, 

they found that an increase of primary circulation at the radius of maximum wind in the lower-

troposphere and decrease of tangential wind in the eye could intensify the hurricanes since 

inertial stability and thermal efficiency were enhanced. Enhancement of secondary circulation 

would intensify the hurricanes, especially in the boundary layer and near the upper-level 

outflow. Vertical wind shear was verified to be detrimental for TC intensification. Moreover, 

increase of humidity in the spiral rainband regions and the core from boundary layer to mid-

troposphere could strengthen the hurricanes. An increase of potential temperature in the core 

especially at mid-level could intensify the hurricanes, since subsidence is increased in the eye. 

Using their ensemble sensitivities, Brown and Hakim created initial condition perturbations 

designed to intensify (weaken) the individual cases they considered. They evaluated the actual 

changes in their cost (response) function compared with the prescribed changes. They found 

that the predicted changes and actual changes have better agreement for weakening 

perturbations than intensifying perturbations. They found that dry perturbations play a larger 

role in fully perturbed changes than moist perturbations. Furthermore, they found that cases 
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with only moist variables perturbed have less eyewall convective activity. 

 

c. Objectives and outline 

 In this thesis, the nonlinear model (WRFV3.8) and adjoint model (WRFPLUS V3.8.1) 

are used to study forecast sensitivity fields related to hurricane intensity for Hurricane Irma 

(2017). Our object is to: apply adjoint model and optimal perturbation methods to study TC 

intensity; identify how wind, temperature, and water vapor mixing ratio changes could 

influence the intensity of Hurricane Irma; and describe the evolution of perturbations optimally 

designed to influence TC intensity change. To enhance the interpretation of the results, a 

variational method was developed to diagnose sensitivities to vorticity and divergence from 

the sensitivities to the zonal and meridional wind components on the native WRF model grids 

using a quasi-Newton method as a minimizer.  

The outline of this thesis is as follows: Chapter 2 introduces the concepts of an adjoint 

model, optimal perturbations, and application of the quasi-Newton method to solve a Poisson-

type equation; Chapter 3 presents a synoptic overview of Hurricane Irma (2017) focusing on 

three 24h periods during Irma’s lifecycle; Section 4 describes the numerical models, simulation 

methodology, and data used in this research. Section 5 describes and interprets adjoint 

sensitivities to horizontal winds, potential temperature, mixing ratio, vorticity, and divergence. 

Chapter 6 discusses results of optimal perturbation experiments – the evolution of optimal 

perturbations, and compares results of optimal perturbation with respect to kinetic, dry, and 

total energy norm. Chapter 7 presents discussion and summarizes the conclusions. 
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Figure 1.1. The hurricane Carnot cycle in radius-height coordinates of an axisymmetric. The 
storm center is to the left and the dark blue region indicates the ocean. Thick black arrows 
denote the hypothesised path of air parcels and contours depict isentropes of 𝜃* . Red arrows 
denote sensible and latent heat flux from sea surface to the air. Air spirals toward the storm 
center in branch B, acquires entropy from the ocean surface. It then ascends adiabatically 
and flows out near the storm top to some large radius in branch C. The excess entropy is lost 
by long-wave radiation in branch C. (Adapted from Riemer et al. 2010) 
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2. Methods 

In this chapter, we formally define the notion of an adjoint operator and introduce the 

concept of an adjoint model as it relates to corresponding nonlinear and tangent linear models. 

We also define what is meant by a sensitivity gradient and how the sensitivity to the initial 

conditions of a forecast model is calculated using an adjoint model. The chapter concludes 

with a derivation of adjoint-informed optimal initial perturbations and the development of a 

variational technique to calculate sensitivities of vorticity, divergence, shearing and stretching 

deformation from sensitivities to the horizontal wind field. Section 2a, 2b, and 2c are adapted 

from class notes of Prof. Michael C. Morgan. 

 

a. Adjoint operator defined 

The adjoint of a linear operator, L, is the linear operator L* if L* satisfies the relation: 

 

where x and y are vectors in ℝ- and ℝ.  respectively, and  denote inner products 

in ℝ- and ℝ.  respectively. This definition of an adjoint operator, coupled with the recognition 

that the adjoint of a linear operator is the transpose of the matrix representation of that operator, 

provides a powerful, practical means of analytically and numerically generating adjoints for 

continuous and discrete operators. 

 
b. Nonlinear model, tangent linear model and adjoint model 

A nonlinear NWP model is expressed as a system of equations: 

with  

where F(x) represents the dynamical and thermodynamical processes within the forecast model 

as well as diagnostic relationships between model variables (i.e., ideal gas law). Integrating the 

model from an initial time (t0) to a final time (tf) results in a solution: 

,  

where M is a nonlinear operator (the “model”), which maps an input state (x0) at time t0 

forward to the forecast state (xf) valid at final time tf.  

   
x,Ly

m
= L*x,y

n

  
 , 

m
=  , 

n

    
dx
dt

= F(x) 00 )( xx =t

    
x(t f ) = x f = M (x0 )
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A response function, R, is any differentiable function of the model final state defined 

at that final time. An adjoint-based forecast sensitivity study involves calculating the gradient 

of the response function with respect to the model state at the final time, . Before 

considering the notion of an adjoint model, we consider what happens to R when we introduce 

an initial condition perturbation, , to a control initial condition, : . We 

anticipate that a change to the initial state will lead to a change in the final state, ; 

and consequently, a change in the response function, DR: 

 

We define a linear estimate of DR as dR: 

 

There should be some link between our final perturbation  and the initial condition 

perturbation, . We formulate an equation describing the evolution of perturbations by 

linearizing the nonlinear equation about a basic state defined by the forecast trajectory, , 

. 

, that is 

with  

The solution to this system may be written: 

 

where , a function of the basic state, is the resolvant matrix or the tangent linear model (TLM) 

which integrates initial perturbations forward in time. With this result, we may estimate the 

change in R attributed to a perturbations of the initial state (and again make use of the definition 

of the adjoint): 
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fff xxx ¢+®
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or  

. 

We again arrive at the result: 

. 

The sensitivity gradient we seek is determined by integrating the adjoint model from the final 

time (tf) to the initial time (t0) with the sensitivity of the response function with respect to the 

model final state the initial condition (i.e., the input) of the adjoint model. 

 

Consider a real differentiable function of an NWP model forecast state, R(xf), called the 

response function. A perturbation to the initial model state , will result in a change of the 

response function at final time is defined by inner product of sensitivity evaluated at the final 

time and a change (perturbation) to the output state, : 

	 

Sensitivity, in the context of this thesis, is defined as the gradient of a response function with 
respect to the model state, . 

c. Optimal perturbation 

To test, ultimately, the interpretation of the forecast sensitivities as well as the assumptions of 

linearity, adjoint-informed initial condition perturbations are created to add to our control 

initial conditions to evaluate their impact on the response function and to diagnose their 

evolution. These perturbations are “optimal” in the sense that they represent the smallest 

perturbation to the model input (as measured by a quadratic norm) that can produce a 

prescribed change to a linear or linearized response function, DR. The formulation of Errico 

(1997) and Hoover and Morgan (2010) is used in calculating the optimal perturbation. Here 

the quadratic norm used to measure the initial condition perturbation is the energy norm 

(reference) defined as: 
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In this definition of the norm,  is the vector representing the perturbations of the modeled 

atmospheric components of the state vector; its components are the 

horizontal components of the wind, the temperature, the water vapor mixing ratio, and the 

perturbation pressure. The weights given to those components are given by a reference 

temperature and pressure, Tref and pref ; as well as the dry air gas constant, R; the specific heat 

of air at constant pressure, cp; and the specific heat of vaporization, L. The integration is taken 

over the depth of the atmosphere and over the model domain, R. The discrete form of this 

expression may be expressed by the matrix W. The total energy of the initial condition 

perturbation, dx0, is calculated as: 

, 

where the energy norm matrix is a diagonal matrix whose elements depend on the type of 

energy being calculated. For an initial condition perturbation with only perturbations to the 

horizontal flow field, W, would provide a measure of the kinetic energy per unit mass, and be 

a matrix with just 1 along the diagonal. For a perturbation including also the temperature as 

well, i.e., the dry air energy (kinetic energy plus the internal energy per unit mass), W, and 

moist air energy (KE+IE+latent energy). Explicitly, to calculate kinetic energy, we use the 

diagonal weighting matrix, W, with entries of 1 along the diagonal. To calculate dry air energy, 

we use the diagonal weighting matrix, W, with entries of 1 along the diagonal for those entries 

that weight the wind components, and  for those that weight the temperature (where cp is 

the specific heat capacity of dry air at constant pressure, and  denotes a fixed reference state 

absolute temperature. In the calculation, we calculate the perturbations to initial state that 

minimize change of energy. This energy could be kinetic energy, kinetic energy plus internal 

energy, or kinetic energy combined with internal energy and latent energy. 
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To find the minimum of T, subject to the constraint that the initial condition perturbation, dx0, 

results in a change in the response function, , we use the method of Lagrange 

multipliers. We define the Lagrangian, L: 

 

where λ	∈	R	is the Lagrange multiplier. The minimum of L, is found at the location where: 

 or and  

or .	

Substituting in	dx0, , yields: .	

The	initial	condition	perturbation	is	thus:	

. 

 

d. Sensitivities to derived variables 

For any response function, the sensitivities of those response functions to the model 

state x (which includes the zonal wind (u), meridional wind (v), vertical motion (w), 

temperature (T), dynamical pressure perturbation (p’), and dry air mass in the column (µ), and 

specific humidity (qv)) are direct outputs of the WRF adjoint. While these sensitivities are 

easily interpretable, for the purposes of synoptic case studies it is desirable to evaluate the 

sensitivities with respect to Galilean invariant kinematic features of flow such as vorticity and 

divergence (z and d respectively; Kleist and Morgan 2005a). In this way, the sensitivities can 

be directly related to synoptic features (e.g., vorticity extrema associated with upper-
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tropospheric “short waves”). These sensitivities are directly calculable from the sensitivities to 

the horizontal wind components: 

 and , 

where the “hat”-symbol is a shorthand representation of the sensitivity of R with respect to the 

hatted variable (e.g. ). Kleist and Morgan (2005a) promoted the use of “sensitivity 

vectors” which allow for the vector depiction of sensitivities to the horizontal wind to enhance 

synoptic interpretation of the forecast sensitivity fields. To calculate these sensitivities from 

the adjoint model output, we notice that they require the solution of a Poisson-type equation, 

, which has a unique solution (g) for a given distribution of (h) and prescribed 

boundary conditions. We note that for this problem the boundary conditions that are applied 

typically are homogeneous, Dirichlet conditions, i.e., g = gb=0 along the boundary.  

Rather than employ the widely-used technique of successive over-relaxation (SOR) to 

solve this Poisson-type equation, we adopt a faster, and efficient variational approach, wherein 

we minimize an objective or cost function, J: 

, 

to obtain the solution, g(x,y). The minimization algorithm chosen is a variant of the quasi-

Newton method that requires a gradient with respect to the function, g, easily derivable as: 

. 

The function, g, that satisfies, , yields the desired minimum of , and hence our 

solution.  

We solve for the sensitivities on the native WRF model Arakwawa C-grid – chosen to 

be a Lambert conformal grid. As this is a discretized problem, the map factors at each grid 

point within the domain must be considered when derivatives and Laplacians are evaluated. 

Horizontal discretization of the model onto a nx x ny Cartesian grid where  

and grid allows the discretized Poisson equation in the grid space of the 
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model to be written: where  are the map factors at the model cross points, 

is the discretized Laplacian operator: 

, or 

. 

The coefficients, Am, are numbered according to their position relative to the gridpoint (i,j), 

point number 3 (Fig. 2.1). The zonal (meridional) grid spacing is nominally  (  ). 

Next, the boundary conditions are incorporated into the discretized Laplacian operator. 

Consider the northwestern most point within the domain, (i = 1, j = ny-1). At this point, the 

discretized equation is written: 

. 

Because gb is known, as is the righthand-side, h, we can rewrite the discretized equation at 

that point as: 

. 

In general, the Poisson equation with boundary conditions incorporated may be written 

as the linear equation: 

,  

where L represents a banded matrix operator that calculates the Laplacian at all points in the 

domain, making use of the prescribed boundary conditions and g and h are vectors with 

elements described by the values of g and modified h at all interior gridpoints. Then we solve 

this Poisson-type equation by minimizing the cost function, J: 

, 

through the quasi-Newton method. 

As a background to Newton’s method, consider the one-dimensional problem, 

. If the gradient of the function, in this case its first derivative is known, a search for 
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the zeros of the function, , proceeds with a first guess and an evaluation 

of :  

. 

Like Newton’s method, the quasi-Newton methods represent a set of iterative numerical 

techniques to search for the stationary point of a multi-dimensional function. These methods 

are used if the gradient (for zeros) or the Hessian (for extrema) of the function are unavailable 

or too expensive to compute at every iteration.  

The optimization algorithm chosen for this study was the Limited-memory Broyden-

Fletcher-Goldfarb-Shanno, a quasi-Newton method that approximates the Broyden–Fletcher–

Goldfarb–Shanno (BFGS) algorithm using a limited amount computer memory. The BFGS 

algorithm uses approximations to the Hessian to search for the minimum, while, L-BGFS 

stores only a few vectors that represent the approximation implicitly. This reduced storage of 

the approximation to the Hessian makes this algorithm well-suited for a problem of large 

dimension – such as the problem at hand. The particular implementation used in this work was 

coded in Python and available from the SciPy.org library as: scipy.optimize.fmin_l_bfgs_b 

(Zhu et. al, 1997). Because of the size the problem being solved, L is a band matrix (i.e. a 

sparse matrix whose non-zero entries are in a diagonal band). With the help of a sparse matrix 

storing method (scipy.sparse.bsr_matrix), we can reduce its storage and speed-up the 

calculation by storing only the non-zero elements. 
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Figure 2.1. Schematic of discretization used in the variational solution to a Poisson-
type equation. 
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3. Synoptic Overview 
a. Overview 

Hurricane Irma (2017) developed from a tropical wave that departed the west coast of 

Africa on 27 August. Irma was a long-lived Cape Verde hurricane that reached category 5 

intensity on the Saffir-Simpson Hurricane Wind Scale prior to landfall in the northeastern 

Caribbean island of Barbuda around 0545 UTC 6 September with maximum winds of 155 kt 

and a minimum pressure of 914 hPa. Irma made landfall as a category 4 hurricane in the Florida 

Keys and struck southwestern Florida at category 3 intensity. Irma caused widespread 

devastation across the affected areas and was one of the strongest and costliest hurricanes on 

record in the Atlantic basin. Irma caused 44 direct deaths, especially in the Caribbean Islands 

(Cangialosi et al. 2018). In this section, we describe briefly the synoptic environment within 

which Irma evolved for three 24h synoptic periods beginning at 0000 UTC 05, 09, and 10 

September. These will be referred to as Period 1, Period 2, and Period 3 (or P1, P2, P3) 

henceforth. Period 1 05-06 September was the time period in which Irma intensified into a 

category 5 hurricane. From 09-10 September 2017 is the time while Irma interacted with 

islands of the southern Bahamas and northern Cuba. Irma made landfall in south Florida and 

weakened while moving northward during the period 10-11 September. Below we referenced 

the National Hurricane Center analysis (Cangialosi et al. 2018) and discuss the synoptic history 

of Hurricane Irma.  

Irma became a tropical depression at 0000 UTC 30 August when it was located west-

southwest of Sao Vicente in the Cabo Verde Islands, reaching tropical storm status 6 h later, 

and hurricane status at 0600 UTC 31 August. Irma was positioned south of the Azores 

anticyclone, and progressed westward over the eastern Atlantic prior to 31 August. Irma 

intensified rapidly in favorable environment of low vertical wind shear and moist, lower 

troposphere while it was over marginally warm waters. Later on 31 August, Irma started 

rapidly intensification while turning west-northwestward as the ridge to its north weakened 

slightly. Irma reached category 2 intensity by 1200 UTC 31 August, and reached category 3 

intensity by 1800 UTC 31 August. 

After reaching category 3, Irma stopped intensifying with the eye occasionally 

becoming cloud filled and deep convection in the eyewall appearing less intense. Irma’s 
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intensity fluctuated between category 2 and 3 from 0000 1 September to 0000 UTC 4 

September. This may be due to eyewall replacement cycles and intrusions of dry air. 

Meanwhile, Irma turned west-southward as a strong anticyclone to its north built westward 

over central Atlantic. 

On 4 September, Irma strengthened to a category 4 hurricane after completing an 

eyewall replacement cycle, and moved toward the northern Leeward islands. Irma turned west-

northwestward, due to the erosion of the western side of the mid-level ridge, and went through 

another round of rapid intensification. During 4 September, Irma was in a favorable 

environment for intensification with high SSTs, abundant mid-tropospheric, and low vertical 

wind shear. This favorable environment lasted in the succeeding days. On 5 September, Irma 

reached its maximum lifetime intensity of 155 kt around 1800 UTC 5 September, when it was 

located east-southeast of Barbuda. Irma made landfall on Barbuda, St. Martin and islands of 

Virgin Gorda during 6 September. Irma weakened due to its interactions with land, but it 

remained as a category 5 hurricane. Irma moved to the north of Puerto Rico and the Dominican 

Republic from 1800 UTC 6 September to 1800 UTC 7 September. Irma passed south of the 

Turks and Caicos Islands and made landfall on Little Inagua Islands on 8 September. Irma 

turned slightly the west and moved toward the northern coast of Cuba. This is due to a 

westward building subtropical ridge. Irma weakened to category 4 and 18 h latter strengthened 

to category 5 on 8 September. In these days, surface friction weakened Irma, but it remained 

strong since the environment was still favorable. 

Irma intensified a little and made landfall near Cayo Romano, Cuba at 0300 UTC 9 

September with maximum wind speed of 145 kt. Irma moved along the Cuban Keys during 9 

September. Friction weakened it significantly down to a category 2 hurricane by 1800 UTC. 

After that time, Irma slowed and began to make a turn to the northwest. On 10 September, 

Irma moved over warm waters of Florida Straits, and intensified again to a category 4 hurricane 

by 0600 UTC. Irma turned to the north-northwest in the flow between a subtropical ridge over 

the western Atlantic and a mid- to upper-troposphere low over the Gulf of Mexico. 

Irma weakened to a category 3 hurricane due to increasing southwesterly vertical wind 

shear around 1800 UTC 10 September, and made its final landfall near Marco Island, Florida 

at 1930 UTC 10 September with maximum wind speed of 100 kt and minimum pressure of 
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936 hPa. While moving inland over Florida, Irma weakened quickly due to surface friction and 

strong vertical wind shear. Irma weakened to category 2 by 0000 UTC 11 September, and to 

category 1 by 0600 UTC 11 September. Irma weakened to a tropical storm by 1200 UTC 11 

September. Irma became a remnant low by 0600 UTC 12 September, and moved 

northwestward over southeastern Missouri. 

Below a more detailed description of the synoptic environment of Irma is discussed for 

each of the three periods. 

 

b. Period 1 (0000 UTC 5 September – 0000 UTC 6 September 2017) 
On 0000 UTC 5 September, Hurricane Irma was located at 16.6°N, 55.1°W and 

tracking westward. The estimated maximum winds were 125 kt (up from 110 kts 12 hours 

earlier) and the minimum pressure was now 943 hPa (down just 2 hPa in 12 hours). The cyclone 

was steered by a subtropical ridge to its north over the central Atlantic. The environment was 

favorable for Irma’s furthering strengthening. The environmental vertical wind shear was 

relatively low (Fig. 3.1b). The near-cyclone environment was relatively moist as evidenced by 

the high layer-averaged relative humidity in the mid-troposphere (Fig. 3.1c); however, 

immediately to the west of Irma was a region of dry air (lower than 60% relative humidity). At 

this time, Irma traversed increasing SSTs (not shown). In Fig. 3.1d, the outflow from Irma in 

the 100-to-200 hPa layer, characterized by generally low Ertel PV and a strongly divergent 

flow on the western side of Irma, was expansive, covering much of the central Atlantic basin. 

Center and west of the cyclone, the PV of the environment was a local maximum. 

In the 5AM AST National Hurricane Center forecast discussion, the forecaster (Avila) 

noted that, “The hurricane will be moving through an environment of low vertical wind shear, 

a moist mid-level atmosphere, and increasing upper-ocean heat content, and this is ideal for 

some additional intensification.” The cyclone continued westward, arriving at 16.7N, 57.8W 

by 1200 UTC 5 September. The minimum pressure had fallen 14 hPa over past 12 h while the 

maximum wind speed had increased to 150 kt. Except for the thermal shear typical of a warm 

core vortex, the environmental shear remained weak (Fig. 3.2b). The downstream TC 

environment was still relatively dry (Fig. 3.2c), while the core of Irma remained moist. The 

PV in the outflow layer had decreased in the near and far environment of the storm – an 
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indication of the TC intensification, as well as an indication of more favorable conditions for 

further strengthening (Fig. 3.2d). The local maximum of PV seen at 0000 UTC had been 

advected southeastward and was now located over the Windward Islands. 

Irma turned west-northwestward and went through another round of rapid 

intensification. The hurricane reached its maximum intensity of 155 kt around 1800 UTC 5 

September, when it was located about 70 n mi east-southeast of Barbuda. Located at 17.3N 

60.6W, the TC had gained over half a degree of latitude over the last 12 hours. The hurricane 

continued to be in a low shear with an expansive low PV environment (Fig. 3.3b). The relative 

humidity of the downstream environment decreased as the cyclone moved west-northwestward 

(Fig. 3.3c). As the TC intensified, its PV tower extended into the 100-to-200 hPa layer and the 

associated cyclonic flow at 150 hPa was also evident (Fig. 3.3d).  

 

c. Period 2 (0000 UTC 9 September – 0000 UTC 10 September 2017) 
By 0000 UTC 9 September, Hurricane Irma was located at 22° N, 77.2° W and steered 

to move west-northwestward along the northern coast of Cuba. The best-track wind estimate 

of intensity indicated the wind was now 145 kt (up from 135 kts 12 hours earlier) and the 

central pressure was now 924 hPa – down just 3 hPa in 12 hours. Weakening of Irma is due to 

the interaction with islands. The NHC Tropical Cyclone Report (Cangialosi et al. 2018) notes 

that reconnaissance and microwave data indicated that the inner core of Irma had begun 

recovering following an eyewall replacement cycle during its passage just north of Puerto Rico 

and the island of Hispaniola. The cyclone was located on the southwestern side of the 

subtropical ridge which was weakened by a mid- to upper-tropospheric trough over the 

southeast of United States. The large environmental vertical wind shear surrounding Irma was 

not favorable for intensification (Fig. 3.4b). The mid-troposphere relative humidity near the 

hurricane was large around the hurricane (Fig. 3.4c). Moreover, the environment northwest of 

Irma over Florida was also moist (higher than 70% relative humidity). The outflow from Irma 

in the 100-to-200 hPa layer was characterized by generally low Ertel PV and anticyclonically 

divergent flow around the hurricane (Fig. 3.4d). 

By 1200 UTC 9 September, Hurricane Irma continued moving west-northwestward 

along the northern coast of Cuba, arriving at 22.7°N, 79.3°W. The central pressure increased 
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17 hPa to 941 hPa over this 12-h period with the maximum sustained wind speed decreased to 

110 kt. This intensity change resulted in Irma weakening from a category 5 hurricane to a 

category 3 hurricane. The environmental vertical wind shear was strong south and east of Irma, 

but small downstream of Irma (Fig. 3.5b). The environment near and downstream of Irma was 

still moist (Fig. 3.5c). The PV in the outflow layer has increase in the cyclone center and over 

the downstream (Fig. 3.5d). 

After 1800 UTC, Irma moved slowly northwestward and stayed along the north coast 

of Cuba for about 6 hours. Irma left the northern coast of Cuba and arrived at 23.4°N, 80.9°W 

by 0000 UTC 10 September. Irma weakened further during the intervening 12h. During that 

time the maximum wind speed of Irma decreased from 10 kt to 100 kt, and the central pressure 

of Irma decreased 9 hPa to 932 hPa. The vertical wind shear was large in the center and 

downstream (over Florida and Gulf of Mexico) of Irma (Fig. 3.6b). The relative humidity of 

the downstream environment and in the hurricane was high while the cyclone moved toward 

the Florida Peninsula (Fig. 3.6c). The PV in the 100-to-200 hPa layer was still large in the 

cyclone center and the environment (Fig. 3.6d). 

 

d. Period 3 (0000 UTC 10 September – 0000 UTC 11 September 2017) 
By 1200 UTC 10 September, Hurricane Irma was located at 24.5°N, 81.5°W and 

moved northward toward the Florida Peninsula. The maximum wind speed was now 115 kt 

(up from 100 kts 12 hours earlier) and the minimum pressure had decreased by 1 hPa to 931 

hPa over the past 12h. The TC was steered with increasing speed by a low-to-mid-level ridge 

over western Atlantic Ocean and mid-to-upper-level low over Gulf of Mexico coast. The 

environmental vertical wind shear was relatively strong in the vicinity of the hurricane 

especially downstream of the hurricane (Fig. 3.7b). The environment of the hurricane and the 

downstream has characterized by high relative humidity (Fig. 3.7c). In the 100-to-200 hPa 

layer, there is high Ertel PV around the hurricane (Fig. 3.7d).  

Irma continued moving northward and made landfall on the western coast of Florida. 

By 0000 UTC 11 September, Hurricane Irma had substantially weakened with maximum wind 

speed of 80 kts and a central pressure of 942 hPa. Located at 26.8°N 81.7°W, the TC had 

gained 2.3 degree of latitude over the last 12 hours. The vertical wind shear was large and 
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relative humidity was high in the vicinity of and downstream of the hurricane (Fig. 3.8b). PV 

was maximized in the hurricane and northwest of the hurricane (Fig. 3.8c). At 150 hPa, there 

is a cyclonic flow around hurricane Irma, and outflow north of Irma (Fig. 3.8d). 
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4. Model and Data 
a. Nonlinear Model 

In this research, the Weather Research and Forecasting (WRF; Skamarock et al. 2008) 

version 3.8.1) model is used for nonlinear simulation of Hurricane Irma. The WRF model is a 

fully compressible, nonhydrostatic model with a terrain-following hydrostatic pressure 

coordinate. The grid staggering is the Arakawa C-grid. The model uses 2nd and 3rd order time 

integration schemes, and 2nd to 6th order advection schemes in both the horizontal and vertical. 

The WRF V3.8.1 model is used to conduct three 24h simulations of Hurricane Irma (2017) 

starting at 0000 UTC 5, 9, and 10 September 2017 using a 30 km, 210 x 144 horizontal grid 

on a Lambert conformal map projection, with 30 terrain-following vertical levels. The model 

output is saved every 3 hours. Physical parameterizations used in the simulation are given in 

Table 4.1. Diffusion and Damping Options are shown in Table 4.2. 

Table 4.1 Physics Options 

Physics Options Name 

Cloud microphysics Goddard microphysics scheme 

Longwave radiation RRTM (Rapid Radiative Transfer Model) scheme 

Shortwave radiation Goddard shortwave scheme 

Surface layer MM5 similarity 

Land surface Noah Land surface model 

Planetary boundary layer Yonsei University scheme 

Subgrid cumulus parameterization Kain-Fritsch scheme 
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Table 4.2 Diffusion and Damping Options 

Diffusion and Damping Options Name 

Diffusion Option Full diffusion 

K Option 2D Deformation 

 

b. Tangent Linear Model and Adjoint Model 
For this study, the adjoint of the WRF model available through WRFPLUS (Zhang et 

al. 2013) V3.8.1 is used to calculate the adjoint sensitivity at initial time. The WRFPLUS 

contains both the tangent linear and adjoint models based on a simplified WRF model, which 

includes a few simplified physics processes, such as surface drag, large-scale condensation and 

precipitation, and cumulus parameterization. Because the adjoint of the gravity wave drag for 

the WRF is not available, it was disabled in the adjoint simulation. The model output is saved 

every 3 minutes to establish the basic state around which the adjoint model is linearized. 

 

c. Data 
Initial and boundary conditions were obtained from the National Center for 

Environmental Prediction (NCEP) FNL (Final) operational global analyses on 0.25° x 0.25° 

grids available from the National Center for Atmospheric Research (NCAR) Research Data 

archive as dataset ds083.3. The data used from this archive include analyses for NCEP’s Global 

Forecast System (GFS) every 6 h (at 0000, 0600, 1200, 1800 UTC daily) and short-term 3 hour 

forecasts of the GFS from those 6-hourly analyses. In this configuration, our boundary 

conditions for the simulations are updated every 3 hours. 

 

d. Procedure 
Model initial conditions were prepared using the WRF Preprocessing System (WPS) 

to process the NCEP global final analyses. The WRFPLUS v3.8.1 WRF-ARW forward model 

was used to create a 24h control forecast trajectory saved every 3 minutes. The WRFPLUS 
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v3.8.1 adjoint is used to calculate the adjoint sensitivities of an intensity-measuring response 

function to the model forecast trajectory. The response function, R, was chosen as minus the 

sum of the dry air mass (µ: defined as the pressure difference between the surface and the top 

of the model) in a 25×25 grid response function box centered on the eye of the simulated TC: 

, where i and j represent the zonal and meridional indices of the grid points. 

Results of the calculations are described and interpreted in Chapter 5. Finally, in 

Chapter 6, the optimal initial perturbation method described in Chapter 2 is used to perturb the 

model initial conditions. The control and perturbed simulations are compared to evaluate and 

understand the influences of the perturbations on intensifying and weakening the hurricane. 

  

    
R = −µi, j

i, j∈box
∑
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5. Adjoint sensitivity study 
a. Overview 

A description of adjoint sensitivities to initial conditions during the lifecycle of 

Hurricane Irma is presented in this section. We focus on adjoint sensitivities to the model 

variables zonal and meridional wind (u and v respectively), potential temperature (q), and 

mixing ratio (r), as well as sensitivities to the derived variables vorticity and divergence. In 

order to compare the sensitivities at different phases of the hurricane lifecycle, the numerical 

simulations are performed for three 24h periods beginning at 0000 UTC: 05-06 September 

2017 (hereinafter, Period 1 or P1), 09-10 September 2017 (hereinafter, Period 2 or P2), and 

10-11 September 2017 (hereinafter, Period 3 or P3). 

For a given variable at a given level, we define a normalized sensitivity to that variable 

as the ratio of the horizontally averaged sensitivity to the maximum of the horizontally 

averaged sensitivities for all model levels. Figure 5.1 shows the vertical profiles of normalized 

sensitivities to u, v, q, and r. For all three periods, the sensitivities to the initial distributions of 

the four variables exhibit a double-peaked structure in the lower troposphere, with peaks at 2 

and 4 km. The lower-most peak for P2 (Fig. 5.1b) is weaker than at the other two times. The 

sensitivities fall off monotonically to about 10% of their peak value at 20 km.  

 

b. Wind sensitivity 

1) SENSITIVITY TO VORTICITY 
Figure 5.2 shows the horizontal distributions of initial condition sensitivities to 

vorticity and sensitivities to horizontal winds at the 14th model level (h = 0.4937) that is close 

to 500 hPa. For P1 (Fig. 5.2a), the sensitivities to horizontal winds, depicted as “sensitivity 

vectors” Kleist and Morgan (2005a), are largest nearest Irma with three regions suggestive of 

confluence to the north, northwest, and southwest of the cyclone. The sensitivities to wind 

appear to have a positive vertical component to their curl around Irma with the exception of 

the southeast quadrant of the storm. Consistent with the sensitivities to horizontal winds, the 

sensitivities to vorticity are positive in the hurricane and the environment around the hurricane. 

The maxima of sensitivities to vorticity are located in the northern semicircle of the hurricane 

with minima to the southeast. In addition, sensitivities to vorticity spiral anticyclonically into 
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the cyclone center against the vortex flow. These sensitivities indicate that perturbations to the 

winds or vorticity consistent with the orientation and sign of these sensitivities would increase 

the intensity of Irma 24 hours later. The pattern of vorticity sensitivities is consistent with the 

distribution of vorticity perturbations in shear flow which would grow the most in finite time 

(Nolan and Farrell 1999). Nolan and Farrell (1999) cite the work of Orr (1907) who showed 

that “the growth of a perturbation in linear, inviscid shear flow is determined solely by how far 

back against the shear the disturbance is originally tilted.” 

For P2 (Fig. 5.2b) and P3 (Fig. 5.2c), sensitivities to wind and vorticity are similar to 

that for P1; however, the sensitivities to wind (vorticity) indicate that a stronger cyclonic wind 

(vorticity) field in the vicinity of Irma would lead to a more intense hurricane at the end of 

each of the 24h periods. Not only are the sensitivities to vorticity for P2 and P3 are stronger 

than those for P1, they are also more expansive northwest and east of the hurricane, maximized 

to north of the hurricane. The sensitivities to wind are maximized in an annulus removed from 

the core of Irma. 

2) SENSITIVITY TO DIVERGENCE 
Figure 5.3 shows the horizontal distributions of the sensitivities to initial divergence 

and sensitivities to initial horizontal wind at the 14th (~500 hPa) level of the model for all three 

periods. For P1 (Fig. 5.3a), sensitivity to divergence is strongly negative in the center of the 

domain, and weakly positive on the western and eastern sides of the domain. At the start of P1, 

Irma lies on eastern edge of the divergence sensitivity minimum. The message conveyed from 

this distribution is that convergence at model level 14 in the domain center or divergence in 

the eastern and western most thirds of the domain could intensify the hurricane. The most direct 

interpretation of this results is that vortex stretching as associated with the pattern of 

convergence, spins up the TC vortex, as the cyclone heads westward, so that the hurricane 

strengthens. 

For P2 (Fig. 5.3b) and P3 (Fig. 5.3c), sensitivities to divergence are similar to that for 

P1, though markedly weaker. Furthermore, for P2 and P3, Irma is embedded within the 

sensitivity minima, not on the edge of it. The structure of the sensitivity to divergence for all 

three periods does not readily lend itself to interpretation, and further study of this variable is 

warranted. 
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3) SENSITIVITY TO TANGENTIAL WIND 
(i) Horizontal distribution 

Figure 5.4 shows the horizontal distributions of vertically averaged sensitivities to 

initial distribution of tangential wind. These sensitivities are calculated by evaluating, relative 

to the cyclone center the component of the sensitivity to the horizontal wind tangential to 

concentric circles of increasing radii from the cyclone center. During P1 (Fig. 5.4a), 

sensitivities are located around the cyclone center with a spiral-banded structure. The 

sensitivity is predominately positive, though to the southeast of Irma, there is a negative 

sensitivity. Maxima in this field are located northeast of Irma. Sensitivities to this tangential 

wind are conspicuously absent from the core of the cyclone. An increase of tangential (primary) 

circulation in band spiraling anticyclonically toward the cyclone center could strengthen the 

hurricane. This pattern corresponds to sensitivities to vorticity, since increase of tangential 

wind in this pattern would increase lateral shear along the spiral bands, then increase cyclonic 

vorticity along the spiral band. It is important to note that the vertical component of the curl of 

this field does not yield the sensitivity to vorticity (Kleist and Morgan 2005a). 

During P2 (Figure 5.4b), sensitivities are positive in a band that spirals anticyclonically 

into the cyclone center. The positive sensitivities are strongest south of the hurricane. Some 

weak negative sensitivities are located in the northern semicircle of the hurricane. There are 

positive sensitivities well to the northwest and northeast of the hurricane. During P3 (Figure 

5.4c), sensitivities are positive in an anticyclonically inwardly-spiraling band, and negative 

immediately to the northeast of the hurricane. The sensitivities south of the hurricane are 

strongest, and stronger than those diagnosed for either P1 or P2. There are strong positive 

sensitivities in the space between the trough and the hurricane and in the base of the trough 

over eastern United States and Sargasso Sea, and weak positive sensitivities northwest of the 

hurricane over United States. 

In general, the three cases have similar sensitivity structures. They indicate that 

increase of primary circulation in an anticyclonically spiral band could intensify the hurricane. 

This pattern is consistent with sensitivities to vorticity. Moreover, there are suggestions that 

the northeast US trough also has some influence on the hurricane intensity during P3. 

(ii) Azimuthally averaged, radius-height cross sections  
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Figure 5.5 shows azimuthally-averaged, radial cross-sections of sensitivities to the 

initial tangential wind. The positive (negative) values indicate a tangential flow into (out of) 

the plane of the page. For P1 (Fig. 5.5a), initial condition sensitivities to the tangential wind 

are generally positive in the rainband regions (i.e. at 1-7 km in altitude and more than 100 km 

from the cyclone center), and negative outside of and next to the radius of maximum winds 

(RMW) and boundary layer of rainband regions (not obvious because negative values are too 

weak). This means that an increase of primary circulation in the rainband regions could 

intensify Irma 24 hours hence. 

For P2 (Fig. 5.5b), sensitivities are positive in the rainband regions (i.e., at 1-6 km in 

altitude and more than 250 km from the TC center). Negative sensitivities are located outside 

of and next to the RMW (at 3-6 km altitude and 100-200 km from the cyclone center). For P3 

(Fig. 5.5c), positive sensitivities are located in the rainband regions (i.e. at 1-9 km 300-800 km 

from the center), and 1-4 km 50-250 km from the center. Negative sensitivities are located 

outside of RMW and between the positive sensitivities (i.e. at 4-6 km 200-250 km from the 

center). Sensitivities for all three periods are similar: positive in the rainband regions and 

negative outside of and next to the RMW.  

To sum up, sensitivities to tangential wind are strong and positive in the rainband 

regions from lower- to mid-troposphere, weak and negative outside of and next to the RMW. 

Hence, increase of the primary (azimuthal) circulation in the lower- to mid-tropospheric 

rainband regions (i.e., outside of the RMW) would strengthen the hurricane. Furthermore, there 

are weak negative sensitivities in the boundary layer extending from the cyclone center to 

several hundred kilometers from the center, which means that decrease the tangential wind 

speed in the boundary layer could strengthen the hurricane. 

4) SENSITIVITY TO RADIAL WIND 
Figure 5.6 shows radial cross-sections of sensitivities to radial wind with the 

azimuthally-averaged radial flow (light dashed contours). The negative values mean inflow, 

and positive values mean outflow. This variable lacks a consistent message, and does not 

indicate that an increase of the secondary circulation could intensify the hurricane. This is not 

consistent with the results of Brown and Hakim (2015), which found that an increase in the TC 

secondary circulation at the initialization time could intensify the Irma 24 hours later. Brown 
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and Hakim’s sensitivities are defined as the correlations between the response function and 

variables, so their sensitivities are different from our sensitivities which are defined through 

model dynamics. Their sensitivities could only show the correlations between variables instead 

of dynamical connections. More intense hurricanes would have stronger secondary circulation, 

but that does not mean that enhancement of the secondary circulation could strengthen the 

hurricane. Our results suggest that a stronger secondary circulation is a result of a stronger 

hurricane, instead of a cause of a stronger hurricane. This interpretation is consistent with the 

notion that in the context of a TC, a secondary circulation arises to keep the primary circulation 

in hydrostatic and gradient wind balance in the face of heating and friction. Figure 5.7 shows 

the sensitivities to radial wind at 850 hPa. The sensitivities are not axisymmetric in the vicinity 

of Irma. This is consistent with the notion that increase of the secondary circulation at initial 

time could not intensity the hurricane, since if it could, negative sensitivities to the radial wind 

(“inflow”) around the hurricane center (at this level) would be observed. 

 

c. Sensitivity to potential temperature 
1) HORIZONTAL DISTRIBUTION 

Figure 5.8 shows the horizontal distributions of all-level vertically averaged 

sensitivities to the initial distributions of potential temperature (hereafter, q). For P1 (Fig. 5.8a), 

sensitivities to q exhibit a moat-like structure: positive in the cyclone center and in the rainband 

regions, but weak in a ring-like area around the TC center corresponding to the eyewall region. 

This pattern is also observed by Doyle et al. (2012). In addition, for this period, the maxima of 

sensitivities are located in the northeast and southwest of the TC. Therefore, increase of q in 

the cyclone center and rainband regions could intensify the hurricane. The reason for the weak 

sensitivities in the eyewall may be that the eyewall air is already warm, so an increase of q 

there would not have much influence on TC intensity. 

For P2 (Fig. 5.8b), the structures of the sensitivities in the hurricane are similar to the 

sensitivities for P1. The strongest sensitivities are located in the cyclone center and south of 

the hurricane. There are positive sensitivities extending from the base of the east coast trough 

to the hurricane. For P3 (Fig. 5.8c), sensitivities in the hurricane are similar to P1 and P2’s. 
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The sensitivities in the base of the trough are much stronger than the sensitivities in Irma, they 

are the maxima in the domain. Largest sensitivities in the vicinity of Irma are its south. 

Figure 5.9 shows the 850 hPa distribution of sensitivities to q . For P1 (Fig. 5.9a), the 

sensitivities are positive in the cyclone center and banded outer region (i.e. rainband regions) 

of the hurricane with maxima west of the hurricane (i.e. where equivalent potential temperature, 

𝜃* , is small, not shown). Therefore, increase of q in the cyclone center and in its rainband 

regions could intensify the hurricane, especially on the side closer to small 𝜃* . During P2 (Fig. 

5.9b), sensitivities are positive in the cyclone center and the rainband regions with a maximum 

southwest of the hurricane (i.e. closer to small 𝜃*). Additionally, there are some weak positive 

sensitivities from central Virginia southward to the Bahamas. During P3 (Fig. 5.9c), the 

sensitivities are positive in the cyclone center and in its the rainband regions, and strong south 

of the hurricane where 𝜃*  is small. The maxima of sensitivities are in the base of the trough 

over the eastern coast of United States.  

In general, sensitivities to q are large in the cyclone center and the rainband region. 

These structures indicate that heating in the eye and the rainband could intensify the hurricane. 

The sensitivities in the base of the mid-latitude trough are strong, which may indicate the 

interactions between the hurricane and the trough. Sensitivities are strong on the side of the 

hurricane that is closer to small 𝜃* , this may be a compensation for weakening effect of small 

𝜃* . 

2) RADIAL CROSS-SECTION 
Figure 5.10 shows the radial cross-sections of sensitivities to q with equivalent 

potential temperature (dashed) For P1 (Fig. 5.10a), sensitivities to q are positive in the eye and 

the rainband regions. Maxima of sensitivities to 𝜃 are located in the lower- to mid-tropospheric 

rainband regions (i.e. at 1-5 km altitude and 150-650 km from the cyclone center). Sensitivities 

in the rainband regions slope inward with height in the lower levels. Sensitivities are weak in 

the eyewall region (i.e. at 50-100 km from the cyclone center). The sensitivities to q appear to 

be maximized near and around the equivalent potential temperature minimum characteristic of 

the tropical atmosphere. To conclude, structures of sensitivities show that sensitivities are 

strong in the cyclone center and in the rainband region. These structures are consistent with 
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the horizontal distributions of vertically averaged sensitivities to 𝜃 . So to intensify the 

hurricane, we could increase 𝜃	in the eye and in the rainband regions.  

During P2 (Fig. 5.10b), positive sensitivities are strong in the rainband regions (i.e. at 

1-6 km 200-700 km from the center). Like the sensitivities in P1, they also slope inward with 

height in the lower-troposphere, but locate higher and farther from the cyclone center. 

Moreover, there are strong positive sensitivities in the cyclone center at 1-16 km, which are 

stronger than the sensitivities in eye in P1. During P3 (Fig. 5.10c), sensitivities are positive at 

1-10 km all the way from the center to 800 km from the center, and weaker in the eyewall 

region (i.e. at 50-100 km from the center). Sensitivities are the strongest in the rainband regions 

(i.e. at 1-5 km 100-500 km from the cyclone center) and in the cyclone center (i.e. at 0-50 km 

from the center). Maxima of sensitivities are located closer to the cyclone center than the 

maxima of sensitivities in P1 and P2.  

Generally speaking, the radial cross-section of sensitivities to 𝜃 shows strong positive 

sensitivities in the rainband regions (i.e. more than 100 km from the center) from lower- to 

mid-troposphere, and in the eye from lower- to upper-troposphere. In addition, in the lower-

tropospheric rainband regioins, the sensitivities slope down with radius. To intensify the 

hurricane, we could heat the eye from lower- to upper-troposphere and the rainband regions 

from lower- to mid-troposphere. 

Increasing the potential temperature in the eye could increase the buoyancy and 

decrease the downdraft in the eye, thus the pressure in the eye would decrease, and intensity 

of the hurricane increases (Smith 2006). By mid-level entrainment and low-level transport of 

eye air into the eyewall, convection in the eyewall would enhance if the eye air is warmer 

(Persing and Montgomery 2003, Cram et al. 2007). In addition, increase of potential 

temperature in the rainband regions could increase buoyancy of air parcels, then enhance 

convection in the rainband, and enhance the inflow above the boundary layer according to 

Sawyer-Eliassen equation (Fudeyasu and Wang 2011). As a consequence, the enhanced inflow 

could transport even more sensible heat, latent heat, and angular momemtum toward the core. 

Furthermore, the inflow would also transport the more buoyant rainband air into the eyewall, 

enhancing the convection in the eyewall (Emanuel 1991, Riemer et al. 2010). The above two 

processes could thus strengthen the hurricane. 



 49 
3) CROSS-SECTION 

Figure 5.11 shows sample cross-sections of sensitivities to potential temperature. For 

P1 (Fig. 5.11a), sensitivities to q are large in the lower- to mid-tropospheric rainband regions 

and the cyclone center, but weak near the eyewall. There are some banded structures in the 

outer region (i.e. rainband region). Sensitivities slope inward toward the cyclone center like 

sensitivities to wind (not shown). This is also observed by Doyle (2012), and possibly due to 

the fact that the boundary between cyclonic and anticyclonic circulation slopes inward with 

height (Smith 2006). The structures of sensitivities are consistent with the axisymmetric cross-

section. In addition, there are some negative sensitivities in the mid-troposphere of the rainband 

regions. For P2 (Fig. 5.11b) and P3 (Fig. 5.11c), structures of sensitivities are very similar to 

the structures of sensitivity in P1. But sensitivities in P2 and P3 are larger than the sensitivity 

shown in P1. 

In general, we would have a stronger hurricane if potential temperature in the eye from 

lower- to upper-troposphere or in the rainband region from lower- to mid-troposphere were 

increased. 

 

d. Sensitivity to mixing ratio 
1) HORIZONTAL DISTRIBUTION 

Figure 5.12 shows the horizontal distributions of all-level vertically averaged 

sensitivities to mixing ratio, r. During P1 (Figure 5.12a), there are large positive sensitivities 

in the cyclone center and the banded outer region (i.e. rainband regions) of the TC, with 

maxima west and south of the hurricane. However, sensitivities are small in the eyewall region 

encircling the eye as an annulus. This structure is consistent with the ensemble sensitivity 

results of Brown and Hakim (2015). There are also some spiral banded structures, which were 

also observed by Doyle (2012) and Brown and Hakim (2015). The structures of sensitivities to 

r are similar to sensitivities to q. An increase of moisture in the eye and the rainband regions 

could intensify the hurricane. 

During P2 (Figure 5.12b), structures of sensitivities are similar to the sensitivities in 

P1, except that the maxima of sensitivities are in the southwest and center of the hurricane. 

During P3 (Figure 5.12c), sensitivities have similar structures of sensitivities in P1 and P2, 
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there are strong sensitivities south of the hurricane. But alternating sensitivities in the base of 

the trough are the strongest, which could mean that interactions between the hurricane and the 

mid-latitude trough could influence ultimately the hurricane intensity. 

Figure 5.13 shows the horizontal distributions of sensitivities to r at 850 hPa. During 

P1 (Figure 5.13a), sensitivities are positive in the cyclone center and the rainband regions, with 

maxima west of the hurricane where 𝜃*  is relatively small (not shown). So increase of humidity 

in the cyclone center and the rainband regions could intensify the hurricane, especially closer 

to the regions of low 𝜃* . During P2 (Fig. 5.13b), sensitivities are positive in the cyclone center 

and the rainband regions with maxima southwest of the hurricane (i.e., closer to regions of low 

𝜃*). During P3 (Fig. 5.13c), sensitivities are positive in the cyclone center and the rainband 

region with strong values south of the hurricane (i.e., closer to regions of low 𝜃*). However, 

the maxima of sensitivities are located in the base of the trough, which is consistent with the 

vertically averaged sensitivities.  

In general, there are positive sensitivities to r in the cyclone center and rainband regions. 

Strong sensitivities are on the side closer to the regions of low 𝜃*  of the control simulation. 

What is more, there are strong sensitivities in the space between the trough and the hurricane, 

and in the base of the trough. This indicates that mid-latitude may influence TC intensity. 

2) RADIAL CROSS-SECTION 
Figure 5.14 shows the radial cross-sections of sensitivities to r. During P1 (Fig. 5.14a), 

there are positive sensitivities in the eye (at 1-50 km) and rainband regions (i.e. 1-7 km more 

than 100 km from the cyclone center). This pattern is also observed by Brown and Hakim 

(2015). The maxima of sensitivities are located at 3-6 km 150-500 km from the cyclone center. 

In addition, sensitivities slope inward with height in the lower-tropospheric rainband regions, 

which corresponds to the slope of the boundary between cyclonic and anticyclonic circulation. 

Therefore, to intensify the hurricane, we would increase water vapor mixing ratio in the eye 

from the lower- to upper-troposphere, and in the rainband regions from lower- to mid-

troposphere.  

An explanation for the structures follows: an increase in water vapor mixing ratio could 

increase latent heat release associated with condensation, thereby increasing 𝜃 and air parcel 

buoyancy. An increase of buoyancy in the eye would reduce the downdraft in the eye and the 
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central pressure (Smith 2006). Mid-level entrainment and low-level transport of warmer and 

more moist eye air into the eyewall would enhance the convection in the eyewall (Persing and 

Montgomery 2003, and Cram et al. 2007). What is more, increase of buoyancy in the rainband 

regions would enhance the convection, and the inflow above the boundary layer according to 

Sawyer-Eliassen equation (Fudeyasu and Wang 2011). Therefore, the enhanced inflow can 

transport more heat into the eyewall, and enhance the eyewall convection (Riemer et al. 2010). 

Moreover, the inflow could transport more angular momentum toward the core, and spin up 

the rainband regions (Persing et al. 2013, Montgomery and Smith 2017). So the hurricane is 

intensified. 

Overall, the structures of sensitivities to r are similar to the sensitivities for q. We also 

know that: an increase of r and q individually or jointly are associated with increases in 

equivalent potential temperature (𝜃* ): 𝜃* = 𝑇 012
13
4
53/(893:;<8=)

𝑒𝑥𝑝 A BC;C
(893:;<8=)D

E. So we can 

combine the sensitivities to r with the sensitivities to q, and study the effects of equivalent 

potential temperature (𝜃*) on TC intensity. Therefore, we can say that increase of 𝜃*  in the eye 

from lower- to upper-troposphere, and in the rainband regions from lower- to mid-troposphere 

could intensify the hurricane. Emanuel (1991) notes that an increase of moist entropy (i.e., 𝜃*) 

in the mid-troposphere could intensify the hurricane, since the import of low-entropy air from 

the mid-level into the boundary layer (with high-entropy) by the downdrafts could no longer 

decrease the entropy of the boundary layer as efficiently. Then the entropy of the boundary 

layer air and temperature of the lower- to mid-level air would increase together. Then the 

hurricane intensifies. 

Structures of sensitivities in P2 and P3 are similar to the sensitivities in P1. For P2 (Fig. 

5.14b), the maxima of initial condition sensitivities are located at 2-7 km above the surface in 

the cyclone center, and at elevations of 3-6 km some 250-450 km from center, which are 

stronger than the sensitivities in P1. Besides, the sensitivities in the rainband regions are 

located farther from the cyclone center than the sensitivities in P1. For P3 (Fig. 5.14c), 

sensitivities to r are the largest at 3-6 km in the cyclone center (0-50 km from the center), and 

at 1-4 km 100-500 km from the center. The sensitivities in the rainband regions are located 

lower and weaker than the sensitivities during P1 and P2.  
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To sum up, strong positive sensitivities to mixing ratio are located in the cyclone center 

from lower- to upper-troposphere, and in the rainband regions from lower- to mid-troposphere. 

Sensitivities in the lower-tropospheric rainband regions slope inward. Overall, the structures 

of sensitivities to r are similar to the structures of sensitivity to q. Given that the sensitivities 

to both r and q are predominately positive, positive perturbations to r and q and hence qe in 

the eye and in the rainband regions from lower- to mid-troposphere would intensify Irma in 

the simulations. 

3) CROSS-SECTION 
Figure 5.15 shows the cross-sections of sensitivities to r. For P1 (Fig. 5.15a), 

sensitivities to water vapor mixing ratio are positive in the cyclone center and lower- to upper-

troposphere of rainband regions. Maxima of sensitivities are located in the mid-tropospheric 

rainband regions. Moreover, there are positive sensitivities in the outer region above 15 km, 

which may relate to the upper-level outflow. Sensitivities also slope inward with height in the 

rainband regions. Structures of sensitivities in P2 (Figure 5.15b) and P3 (Figure 5.15c) are 

similar to sensitivities in P1. 

In general, sensitivities to r are similar to sensitivities to 𝜃, which indicate that both 

suggest they are related by θG. Sensitivities to r are positive and large in the cyclone center 

from lower- to upper-troposphere, and in the rainband regions from lower- to mid-troposphere. 

Sensitivities are larger on the side closer to dry environment in the lower-levels. This may be 

a compensation for low 𝜃* .  

 

e. Discussion 
In this chapter, we described the sensitivities to wind, divergence, vorticity, potential 

temperature, and water vapor mixing ratio. We identified some factors that could intensify 

simulations of Irma over three periods. The essential messages conveyed by the sensitivities 

to the initial state were similar for all three periods: 

1. An increase in cyclonic vorticity that spirals anticyclonically into the cyclone center 

while leaning back against the vortex flow would intensify the TC. This pattern 

corresponds to perturbations of vorticity that could grow the most over finite time 

and represent a generalization described by Nolan and Farrell (1999) of the Orr 
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(1907) mechanism. This distribution of an implied vorticity is related to a 

perturbation to the primary (azimuthal circulation) outside of the radius of 

maximum winds;  

2. An increase of the secondary circulation at the initial time does not appear to be 

relevant in intensifying the TC. The reason may be that the secondary circulation 

is a result of stronger hurricane, not a cause of a stronger hurricane.  

3. An increase of qe in the eye, as well as in the rainband regions from the lower- to 

mid-troposphere could strengthen the hurricane, particularly on the sides of a TC 

closer to the lowest qe environment. The explanation follows: an increase of qe 

increase the parcel buoyancy within the eye, and decreases the downdraft and the 

central pressure; mid-level entrainment and low-level transport of higher-entropy 

eye air into the eyewall would enhance the convection in the eyewall and intensify 

the hurricane. Increases of qe in the lower- to mid-tropospheric rainband regions 

enhance the convection in the rainband regions and the inflow above the boundary 

layer (Fudeyasu and Wang 2011). The enhanced inflow transports higher-entropy 

rainband air into the eyewall and enhances the eyewall convection leading to a 

stronger hurricane (Emanuel 1991, Riemer et al. 2010); the inflow also transports 

higher angular momentum toward the core, which spins up the primary circulation 

in the rainband regions (Persing et al. 2013, Montgomery and Smith 2017).  

For P3, there are strong alternating vertically averaged sensitivities to q and r in the base 

of the trough (Figs. 5.16 a and c) with similar patterns, which indicates that changes of q and 

r in some locations of the trough could change intensity of the hurricane significantly. Figure 

5.16b and d show the vertical cross-sections of sensitivities to q and r. The sensitivities to q 

and r are mainly in the boundary layer (0-2 km), and they have similar structures. More work 

is needed to explore the interactions between the TC and the mid-latitude trough. 

In the next section, we use the sensitivities just described to create optimal 

perturbations to the initial conditions to study the impacts of such perturbations on the 

development of Irma. 
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6. Perturbation analysis 

a. Overview 

In this chapter, we study the impacts of optimal initial condition perturbations 

(described in Chapter 2) on the nonlinear model forecast trajectory for Hurricane Irma. 

Sensitivity experiments were performed to either intensify or weaken simulations of Irma. The 

purpose of these perturbation studies is two-fold: 1) the evolution of the perturbations may 

give insight into interpretation of the sensitivities (because the perturbations are proportional 

to the sensitivities) and 2) the resulting change in the response function, R, compared to what 

was prescribed in the optimal perturbation equation (see Section 2c), provides valuable 

information about the relevance of the assumptions of linearity in the adjoint calculation. 

While performing the first set of optimal perturbation experiments, a response function 

similar to that defined in Chapter 4 was used: the sum of the negative dry air mass in a box 

centered on the 24 hour position of the simulated hurricane. For our initial choice of a 12 × 12 

gridpoint box we observed for period P1 that the ratios of the actual to the predicted response 

function changes (i.e., ∆𝑅/𝛿𝑅) were very small for intensified cases, such as 18.01% and 

11.40%, while the ratios were much larger than 100% for weakened cases, such as 204.65% 

and 225.36%. If the perturbation evolution were linear, the ratio would be 100%. It was 

observed that the perturbed hurricane shifted northward nearly 1° during the 24h simulation – 

out of the response function box. Dr. Brett Hoover suggested a reason for these unanticipated 

results might be that the response function box was not large enough to capture the evolved 

perturbation mass field associated with the initial perturbation. Because the response function 

was defined by a box centered on the hurricane’s position with the hurricane in the box, if the 

hurricane were to exit the box, the response function would change discontinuously and R 

would not be well-defined or representative of the cyclone intensity. We chose a larger box 

(25×25) centered at the cyclone center at 24h of simulation, and repeated the simulation and 

calculation. The results became more rational. 

In this work, optimal perturbation experiments mainly include three type of 

perturbations – each designed to minimize a different measure of initial perturbation energy. 

The first type is a kinetic energy perturbation (KE, involving perturbations to only the 

horizontal wind field). The second type is a dry energy (DE, kinetic and internal) perturbation 
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(involving perturbations to both the horizontal wind and temperature fields). The third type is 

a total energy (TE, dry and latent energy) perturbation (involving perturbations to the 

horizontal wind, temperature, and water vapor mixing ratio fields). For each type of 

perturbation, we performed six optimal perturbation experiments for changes of response 

function of -80000 Pa, -40000 Pa, -20000 Pa, +20000 Pa, +40000 Pa, +80000 Pa (hereinafter, 

-8, -2, -8, +2, +4 and +8 respectively). Recall that the response function was designed so that 

increases (decreases) in the response function correspond to stronger (weaker) simulations of 

Irma. For reference, because the response function box has 625 grid points, if the response 

function were to change by +40000 Pa, the average change of the dry air mass at each grid 

point would be -0.64 hPa. 

 

b. Comparison of expected vs. observed response function changes 

Figure 6.1 shows a scatter plot of the actual response change ( ) plotted against the 

predicted change ( ) at the final time for all three periods (Fig. 6.1a, P1; Fig. 6.1b, P2; Fig 

6.1c, P3). For all three periods and for both weakening and intensifying optimal perturbations, 

it is evident that the optimal perturbations do, in fact, lead to the expected sign of the response 

function change. Furthermore, the actual changes of the response function are closer to the 

predicted changes for perturbations designed to weaken Irma than for perturbations designed 

to intensify Irma. From these results, we infer that the dynamics of weakening the simulated 

hurricane appear more linear than those associated with intensifying it. This result is consistent 

with that of Brown and Hakim (2015) using ensemble sensitivity analysis. In addition, for all 

cases, the actual and predicted changes of the response function are in closer agreement for KE 

type perturbations (blue circles) than in the cases of DE perturbations (red triangles) and TE 

perturbations (green stars). This result suggests that perturbations of horizontal winds are more 

responsible for changing of simulated hurricane intensity than perturbations of temperature 

and mixing ratio. Brown and Hakim (2015) reported a similar result. 

 

c. Vertical profiles of evolved optimal perturbations at 24h optimization time 

We define the normalized evolved optimal perturbation (EOP) of a given variable at a 

particular level as the ratio of horizontal average of the absolute value of the EOP of that 

  ΔR

  δR
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variable to the maximum of horizontal averages of the absolute value of the EOP of that 

variable over all levels. Figure 6.2 shows the vertical profiles of normalized EOP for all three 

periods. Values of the normalized EOP for the horizontal wind components decrease with 

height from surface to a minimum value at about 4 km. The minimum is most prominent for 

P1 (Fig. 6.2a) compared with profiles for P2 and P3 (Figs. 6.2b and c). The normalized EOP 

for the wind components have a double-peaked structure in the upper troposphere at 12 and 

17km. The normalized EOP of potential temperature shares a 4km minimum with the EOP for 

horizontal wind, but unlike the normalized EOP for wind, has a single maximum at about 17km. 

Finally, unlike the EOP of horizontal winds and potential temperature, the normalized EOP for 

mixing ratio increases from the surface to a maximum value at 1 km and decreases 

monotonically above 1 km. The evolved normalized EOP amplitude structure for wind and 

potential temperature contrast starkly with that of the sensitivities (and by extension the initial 

condition perturbation) structure – recall (Fig. 5.1) that the amplitudes of the evolved 

perturbations were maximized in the lower troposphere initially with small amplitudes in the 

upper troposphere. This suggests an upward propagation of energy from the initial condition 

perturbations to the upper troposphere and lower stratosphere for wind and temperature. 

We used the total energy norm to calculate the total energy of the +4 KE perturbations 

at the initial and final time of P1, P2, and P3. Figure 6.3 shows the vertical profiles of total 

energy for all three periods. Values of the total energy are the largest at the lower-troposphere; 

and P1’s values are the largest, P3’s are the smallest. Furthermore, the total energy grows from 

the initial time to the final time, especially at upper-troposphere. This suggests an upward 

propagation of total energy of perturbations from the lower-troposphere to the upper 

troposphere during the simulation period. This is also noted by Doyle et al. (2012), but for 

tropical cyclogenesis. 

 

d. Structure and evolution of optimal perturbation for P1  

In this section, for brevity, we focus on the results for the +4 KE perturbation for P1 

because the results for other periods are similar. The discussion includes the evolved optimal 

perturbations (hereinafter, EOP) of dry air mass, potential temperature, mixing ratio, and 

equivalent potential temperature. Although we calculated a 24h sensitivity of a response 
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function to the initial conditions and used that sensitivity to calculate optimal perturbations to 

change that 24h response function, we run optimal perturbation experiments forward from 0h 

to 36h, and diagnose the evolution of initial optimal perturbations for the full 36h period. The 

additional 12 hours allows for an evaluation of whether the changes to the response function 

are lasting or ephemeral. 

1) 36h EVOLUTION OF THE EOP FOR DRY AIR MASS  

Figure 6.4 shows the evolution of the EOP for dry air mass every 6h from forecast 

hours 6 to 36. (Figs 6.4 a, b, c, d, e, and f respectively). In the first 12h, the EOP of 𝜇 

“accumulates” north of Irma. After 18h, the EOP begins a cyclonic rotation about the hurricane 

center. After 24h, the rotation of the 𝜇 perturbation is interrupted – perhaps by interaction of 

the TC with the approaching Windward Islands. The amplitude of the EOP of 𝜇 increases as 

well. For optimals calculated for P2 and P3 the EOP of µ continues to rotate beyond 24h. This 

rotation resembles a wavenumber-one vortex Rossby wave (Smith 2006). The persistence of 

the EOP for dry mass beyond the optimization time of 24h is further evidence of the balanced, 

and lasting impact of the initial condition perturbation. There was no guarantee the optimal 

perturbation would have any impact beyond 24h. The emergence of balance is worthy of 

further study. 

The EOP of the kinetic energy perturbation shown here are similar to the EOPs for DE 

and TE perturbations (not shown). Moreover, the EOP for a -4 KE EOP has almost the opposite 

signed structure as the +4 KE EOP (not shown) suggesting that the physical processes 

responsible for the evolution of the +/- 4 perturbations are relatively linear over 24h, and that 

application of the linear dynamics of the adjoint model is justified.  

2) HORIZONTAL DISTRIBUTIONS OF EOP VARIABLES 

Figure 6.5 shows the EOP for variables for the +4 kinetic energy perturbation case. In 

Figure 6.5a, the EOP for dry air mass (µ) is negative southwest of the hurricane and positive 

northeast of the hurricane. The (negative) dry air mass perturbation minima to the southwest 

of the control TC center was in excess of 4 hPa. This uneven dipole pattern, coupled with 

knowledge of the control simulation track, indicates that the perturbed hurricane intensified 

and shifted slightly southwestward. This slight shift and intensification is also evident for sea 

level pressure and 500 hPa geopotential height (not shown) as well as in the EOPs for vertically 
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averaged potential temperature (Fig. 6.5b), water vapor mixing ratio (Fig. 6.5d), and equivalent 

potential temperature (Fig. 6.5f). The shift is track northward (southward) for weakening 

(intensifying) perturbations is seen in periods P2 and P3 (not shown). The conspicuous dipole 

pattern is curiously not evident in the 850 hPa EOPs for potential temperature or water vapor 

mixing ratio (Figs. 6.5 c and e). The EOP for the 850 hPa horizontal wind field indicates a 

perturbation cyclonic vortex center to the southwest centered on the mass perturbation – 

suggestive of a balanced wind and mass perturbation associated with the evolved EOP. The 

EOP for both vertically averaged and 850 hPa mixing ratio (Figs. 6.5 d and e) as well as the 

EOP for equivalent potential temperature (Fig. 6.5f) show banded, dipole structures to the 

northeast of the TC structures. These are high-𝜃*  spiral bands (Fig. 6.6b) in the rainband 

regions (Fig. 6.6a) that have been also shifted southwestward with the TC center, where the 

spiral bands regions can also be seen in the distribution of precipitable water (Fig. 6.6c). The 

EOP for equivalent potential temperature (Fig. 6.5f) is consistent with the EOP of potential 

temperature and mixing ratio by construction and indicates that for this case, and this 

simulation period, the changes in equivalent potential temperature are primarily due to water 

vapor mixing ratio perturbations associated with shifts in the spiral bands positions rather than 

increases in potential temperature in the same region.  

3) VERTICAL STRUCTURES OF EOP VARIABLES 

Figure 6.7 shows the cross-sections of EOP variables for the +4 KE case. In Fig. 6.7a 

(cross section orientation indicated in Fig 6.5a), the EOP of perturbation pressure is negative 

southwest of the hurricane from the lower- to upper-troposphere with maxima near the surface, 

and positive northeast of the hurricane. The negative EOP is stronger and stretches higher than 

the positive EOP. This is consistent with the southwestward shift and intensification of the 

perturbed hurricane. In Fig. 6.7b, the EOP of potential temperature (cross section orientation 

in Fig. 6.5b) is positive in a column extending throughout most of the troposphere. It is notable 

that the column is weakest in the lower troposphere at approximately the 850 hPa level where 

the horizontal maps indicated very little evidence of significant potential temperature 

perturbation amplitude. There is a faint mid-tropospheric negative potential temperature 

structure to the northeast of the positive columnar structure. This distribution is consistent 

(again) with the shift of the warm core of the hurricane. There are banded temperature 
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perturbation structures elsewhere in the lower-troposphere, which relates to the spiral bands of 

equivalent potential temperature and precipitable water in the rainband regions. In Fig. 6.7c, 

the EOP of mixing ratio are mainly in the lower- to mid-troposphere. There are positive 

maxima of the EOP southwest and northeast of the hurricane, and negative maxima of the EOP 

next to the positive maxima of the EOP northeast of the hurricane. These structures are 

consistent with the southwestward shift, since humidity is larger in the rainband regions than 

in the environment. In Fig. 6.7d, the EOP of equivalent potential temperature have features of 

both EOP of potential temperature (in the eye) and mixing ratio (in the eye and spiral bands 

regions removed from the center).  

In general, EOP of perturbation pressure is mainly tropospheric in depth with a 

maximum near the surface. The EOP of potential temperature is located mainly in the cyclone 

center from lower- to upper-troposphere with maxima in the upper-level outflow. The EOP of 

mixing ratio is located mostly along the margins of the spiral bands regions from the lower- to 

mid-troposphere and at the mid-levels over the cyclone center. For this intensifying KE 

perturbation, all perturbation fields show a signature of a southwestward shift of the hurricane 

and spiral bands structures. 

 

e. Discussion 

In this chapter, we perturbed optimally the initial conditions of nonlinear simulations 

of Irma over three difference periods and studied how these initial optimal perturbations 

evolved. The optimal perturbations had the intended intensity impact on the simulations of 

Irma. Comparing the actual and predicted changes of response function in several cases, we 

found that perturbations of horizontal winds are more effective than perturbations of 

temperature and humidity for changing TC intensity, and that weakening cases behave more 

linearly than intensifying cases. Comparing vertical profiles of normalized EOP and total 

energy of perturbations at initial and final time, we noticed that EOP of horizontal winds and 

potential temperature are largest in the upper-troposphere, and total energy of the perturbations 

increases and propagates upward. We found that the intensified hurricane shifts southward 

relative to the control track, while the weakened hurricane shifts northward. Finally, the 
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optimal perturbations rotate cyclonically about the hurricane center in a pattern which 

resembles a 48h period vortex Rossby wave.  
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7. Discussion and summary 

The WRF forward model and its adjoint, both contained in WRFPLUS, are used to 

study 24h adjoint sensitivities of the intensity of Atlantic Hurricane Irma (2017) for three 24h 

periods beginning 0000 UTC 5, 9, and 10 September 2017. The intensity measure used as a 

response function in this adjoint study was the 24h mass of dry air (µ) summed over a box 

centered on the positions of the simulated TC at the end of the three periods. Sensitivities to 

the horizontal wind, potential temperature, and mixing ratio were considered. The key results 

are summarized in the following and in Fig. 7.1: 

1) Increasing the primary circulation outside of the radius of maximum winds associated 

with cyclonic vorticity spiraling anticyclonically back against the vortex would lead to 

a more intense TC. The patterns of the sensitivities to tangential wind and vorticity are 

consistent, and are associated with the type of perturbations that would grow the most 

in an asymptotically stable inviscid vortex without radial inflow (Nolan and Farrel 

1999); 

2) Increasing the secondary circulation will not lead to a more intense TC in 24 hours. 

There is some evidence that increasing the secondary circulation will have an impact 3 

to 6 hours later, however, longer-term adjoint sensitivities do not reveal a consistent 

impact; and  

3) Increasing the equivalent potential temperature (𝜃* ) in eye and in lower- to mid-

tropospheric rainband would lead to a more intense TC. First, increasing 𝜃*  in the eye 

would increase the buoyancy, then decrease the downdrafts and central pressure; low-

level transport and mid-level entrainment of high-entropy eye air from the eye to the 

eyewall would enhance the convection in the eyewall (Persing and Montgomery 2003, 

Cram et al. 2007). Second, increasing 𝜃*  in the rainband regions would enhance the 

convection in the rainbands and inflow above the boundary layer (Fudeyasu and Wang 

2011); the enhanced inflow would transport increased entropy eye air to the eyewall 

and enhance the convection in the eyewall (Emanuel 1991, Riemer et al. 2010), as well 

as transport higher angular momentum toward the core and spin up the primary 

circulation in the rainband regions (Persing 2013, Montgomery and Smith 2017). 
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It is noted that the first two results, concerning increasing the primary circulation outside 

the radius of maximum wind and the impact of the secondary circulation at the initial time, are 

at odds with the ensemble sensitivity results of Brown and Hakim (2015) who observed that 

increasing both the TC primary circulation at the radius of maximum winds or the secondary 

circulation would lead to a stronger cyclone within 24 hours. While the results of the present 

study should be explored in more cases, the apparent contradiction between this study and that 

of Brown and Hakim may be related to a weakness of the ensemble sensitivity technique, which 

is based on correlations between variables. The enhancements of the primary circulation in the 

eyewall and the secondary circulation are the result of the heating in the eyewall. Specifically, 

we know that in the eyewall regions an increase of entropy flux from the sea surface (i.e. 

sensible and latent heat fluxes) would enhance the eyewall convection. The heating associated 

with the eyewall convection drives the secondary circulation as described by the Sawyer-

Eliassen equation. The upward transport of angular momentum from the boundary layer and 

eddy momentum flux increase the primary circulation in the eyewall with the balanced 

response being a reduction in the central pressure and increase in the inflow, which further 

enhance the eyewall convection. It is expected, therefore, that the correlations between the 

hurricane intensity and strength of the primary circulation in the eyewall and the secondary 

circulation would be large and positive. Furthermore, as the processes described above indicate 

intensification of a TC over 24 hours is not accomplished by directly enhancing the primary 

circulation in the eyewall or the secondary circulation.  

Adjoint-informed optimal perturbations are used to perturb initial conditions of the 

nonlinear model. Actual and predicted changes of the response function are in linear relation. 

We found that perturbations of horizontal winds are more effective than perturbations of 

temperature and humidity for changes of TC intensity, since predicted and actual changes of 

response function are the closest in kinetic energy perturbation cases. Weakening the 

hurricane behaves more linearly than intensifying it, since predicted and actual changes of 

response function are closer in negative perturbation cases than in positive perturbation cases. 

Moreover, perturbations of horizontal winds and potential temperature propagate upward, 

since perturbations of them are largest in the lower-troposphere at initial time, but strongest in 

the upper-troposphere at later time. The total energy of optimal perturbations also propagates 
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upward. Comparing the difference of variables in the control and perturbed cases (i.e. evolved 

optimal perturbations), we found that intensified (weakened) TCs have a southward (northward) 

shift along the control TC track, and the evolved optimal perturbations rotate around the control 

TC center which appears to be a 48h period vortex Rossby wave. 

While many of the results are consistent with extant research, caution must be exercised 

in generalizing these results. As a consequence, the universality of the results need to be 

evaluated by considering additional cases and, and perhaps using other numerical models, like 

the COAMPS (Hodur 1997, Doyle et al. 2012 and 2014). If they are proven, more complete 

explanations and theories are needed for these phenomena. For example, the interaction 

between the mid-latitude trough and the TC is still an enigma, maybe we could perturb the 

trough by perturbing vorticity in the vicinity of the trough (Komaromi et al. 2011). In addition, 

we could study these facts in models of higher resolution, especially higher horizontal 

resolution, and in adjoint models of more complete microphysics, like ice physics. What is 

more, while adjoint models are typically valid (in terms of linearity) for studies of less than 

48h, sensitivity defined in statistical sense (e.g., ensemble sensitivities, Brown and Hakim 2015) 

may provide additional information about sensitivity of TC intensity for longer times and 

nonlinear processes. Furthermore, sensitivities to more variables (like heat fluxes and SST) 

may be beneficial to study dynamics of TC intensity in coupled models (Langland 1995, Ito 

2011). 

  



 89 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

𝜽𝒆 ↑ 
𝜽𝒆 ↑ 

A 

B C 

Figure 7.1. Schematic in radius-height coordinates of an axisymmetric TC. The cyclone 
center is to the left of the figure. The clouds denote the eyewall region, and the blue 
rectangle indicates the ocean. The black arrows denote the hypothesized path of air 
parcels in the Carnot cycle. The orange crosses denote increase of the cyclonic 
tangential wind in the rainband regions. The thick orange arrows denote the entropy (i.e. 
equivalent potential temperature) fluxes: A denotes mid-level entrainment from the eye 
to the eyewall, B denotes low-level transport from the eye to the eyewall, and C denotes 
inflows from rainband regions to the eyewall. 
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