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Abstract 

An Unusual Case of Rapid Cyclogenesis in the Northeast Pacific Basin. 

By Patrick T. BEATY 

  

In late November 2019, a record-setting extratropical cyclone rapidly intensified in the northeast 

Pacific basin over a relatively cold sea surface and near steep topography along the United States West 

Coast. Cyclogenesis began as a lower-tropospheric diabatic Rossby wave (DRW) spawned from intense, 

differential lower-tropospheric frontogenesis at the intersection of a zonally-oriented baroclinic zone and 

warm, moist tropical air plume, with the cyclone then propagating eastward through a pre-existing 

expansive anticyclone. Then, an intensifying upper-level jet/front system (UJFS) borne from a downward 

surge of stratospheric air plunged equatorward from Alaska and became favorably aligned with the DRW 

to result in deepening rates as high as 6 hPa hr-1 before the cyclone made landfall near the California-

Oregon border. The November 2019 (NV19) storm is of particular interest as the cyclone followed an 

unusual storm track for explosively-deepening cyclones, intensified at an extremely rapid rate based on 

two climatologies, and underwent its maximum deepening in a location that was the furthest east based on 

three climatologies.  

This dissertation provides a comprehensive analysis of this explosive cyclogenesis event, which 

includes a detailed synoptic overview and is motivated by three central research questions which explore 

distinct aspects of this unusual storm. Using piecewise potential vorticity (PV) inversion, the evolution of 

the storm is shown to follow a rare bottom-up development whereby most of the intensification period 

was driven by the DRW with additional intensification provided by the UJFS just prior to landfall. Further 

application of the piecewise PV inversion results reveals that the UJFS strengthened primarily due to 

upper-tropospheric PV with minimal influence from PV associated with the DRW, suggesting 

independent intensification of the UJFS and the DRW. Ensemble-based sensitivity analysis highlighted 
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that ensemble members which forecasted a stronger NV19 storm also forecasted a later interaction 

between the UJFS and the DRW, which further supports the idea that these two structures primarily 

intensified independently. Future analysis of explosive cyclogenesis events involving a DRW and UJFS is 

needed, including further investigation into the NV19 storm, comparing the NV19 storm to similar 

explosive cyclogenesis events, and simulating the behavior of DRWs within a warming climate.  
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1.  Introduction 

In late November 2019, an extremely rapid, record-setting extratropical cyclogenesis event 

occurred over the northeast Pacific Ocean. The development is of particular interest as much of the 

strengthening occurred in an unusual environment characterized by cold sea surface temperatures and 

near steep topography along the United States West Coast.  

On 25 November 2019, a stationary upstream surface cyclone was situated to the south of the 

Aleutian Islands and a pre-existing surface baroclinic zone stretched eastward towards the United States 

West Coast through an expansive surface anticyclone. The stationary upstream surface cyclone ushered 

warm, moist tropical air poleward towards the surface baroclinic zone, which resulted in a strip of intense, 

but horizontally restricted, lower-tropospheric frontogenesis. The resultant thermally direct vertical 

circulation mobilized a diabatically-generated, cyclonic lower-tropospheric vortex known as a diabatic 

Rossby wave (DRW) which began propagating eastward along the baroclinic zone. 

On 26 November 2019, an intensifying upper-level jet/front system (UJFS) originating over 

Alaska became favorably aligned with the lower-tropospheric DRW as it continued to propagate 

eastward. The UJFS focused a region of vigorous cyclonic vorticity advection by the thermal wind, 

indicative of column-mean divergence and ascent (Sutcliffe 1947), over the surface cyclone for more than 

12 hours as it approached landfall on the California-Oregon border. The compounding forcings for 

cyclogenesis from the lower- and upper-troposphere resulted in deepening rates as high as 6 hPa hr-1 prior 

to the November 2019 (hereafter NV19) storm making landfall around 0300 UTC 27 November 2019. 

The NV19 cyclone set all-time low pressure records along the United States West Coast and record-high 

significant wave heights off the California coast before becoming a prolific winter storm and disrupting 

travel across the United States during the following week. 

Rapid cyclogenesis events have been of interest since their original classification by Tor Bergeron 

(Sanders and Gyakum 1980). Detailed studies and summaries of infamous rapid cyclogenesis events are 

numerous throughout the literature (e.g. Lynott and Cramer 1966; Bosart 1981; Gyakum 1983a,b; 
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Uccellini et al. 1985; Uccellini 1986; Whitaker et al. 1988; Dickinson et al. 1997; Wernli et al. 2002; 

Zhang et al. 2002; Revell and Gorman 2003; Hultquist et al. 2006; Rivière et al. 2010; Odell et al. 2013; 

Chang et al. 2013; Heo et al. 2015, 2019; Suri et al. 2025; Beaty et al. 2025). These rapidly deepening 

cyclones frequently have devastating impacts on the shipping industry, marine life, agriculture, the 

ecology industry, and coastal and inland societies. The NV19 storm had its own slew of devastating 

impacts including widespread heavy snow, blizzard conditions, flash flooding, high winds, severe 

thunderstorms, and tornadoes. The NV19 storm caused $200 million in damage across the United States 

(NOAA National Centers for Environmental Information 2019) and was classified as “Significant” using 

the Regional Snowfall Index, which estimates the disruption snowstorms have on the affected population 

(Squires et al. 2014). It is therefore crucial to understand the dynamics and evolution of rapid 

cyclogenesis events to aid in their accurate prediction and to minimize their disruption on life. 

The analysis of the unusual rapid cyclogenesis of the NV19 storm consists of a detailed synoptic 

overview and a comprehensive investigation of the development motivated by three main research 

questions. The synoptic overview as presented in Chapter 2 covers a 36-hour period at twelve hour 

increments from 1200 UTC 25 November, prior to the nascent stage of cyclogenesis, to 0000 UTC 27 

November, past the period of most rapid development and as the storm made landfall on the West Coast 

of the United States. 

The first main research question was: what was the sequence of processes involved in the 

development of the NV19 storm? In Chapter 2, the 3D Ertel potential vorticity (PV) structure associated 

with this storm was partitioned into separate upper-tropospheric, lower-tropospheric, and diabatically-

induced anomalies which were separately inverted to recover the balanced flow associated with each 

piece. The inversion operation and recovery of the balanced flow revealed that development followed a 

bottom-up sequence by which near-surface PV dominated early cyclogenesis, diabatically-induced PV 

dominated a large period of subsequent intensification, and upper-tropospheric PV dominated the final 

period of development. Bottom-up developments of this intensity are rare. It is shown that diabatic 

influences in response to vigorous latent heat release are responsible for much of the lower-tropospheric 
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cyclogenesis early in the lifecycle with the UJFS becoming the predominant driver for the rapid 

cyclogenesis at later times, and immediately prior to landfall. 

The second main research question was: to what extent did the NV19 lower-tropospheric DRW 

influence the development of the UJFS? In Chapter 3, the balanced flow recovered from performing 

piecewise PV inversion was used to calculate the 𝑄>⃗ -vector (Hoskins et al. 1978) associated with each 

piece of the partitioned PV. The 𝑄>⃗ -vector was then used to invert the quasi-geostrophic 𝜔 equation. 

Finally, the magnitude of frontogenetic tilting and vertical vorticity generation via tilting associated with 

each piece of the partitioned PV in the vicinity of the strengthening UJFS was determined using the 

distribution of 𝜔. The relative strength of positive 𝜔, or subsidence, through the jet core afforded by the 

upper-tropospheric PV, diabatically-induced PV, and lower-tropospheric PV was compared to uncover 

which piece of the PV was most responsible for intensifying the UJFS via subduction of the tropopause 

into the mid-troposphere. It is found that upper-tropospheric PV was primarily responsible for the 

strengthening of the UJFS, with a negligible amount of UJFS intensification provided by diabatically-

induced PV. Therefore, the UJFS, which was an important driver for cyclogenesis prior to landfall, 

intensified without substantial aid from the lower-tropospheric DRW even when the UJFS and DRW were 

vertically collocated and forcing rapid surface cyclogenesis. 

The third main research question was: given the established sequence of development after 

exploring the first two research questions, what were some of the controls of the intensity of the NV19 

storm? In Chapter 4, ensemble-based forecast sensitivity analysis (ESA) was performed on the NV19 

development. ESA establishes a linear relationship between a forecast metric (NV19 storm intensity) and 

perturbed initial conditions (the controls) per ensemble member using forecast ensemble statistics. 

Ensemble members from the ECMWF integrated forecast system (IFS; ECMWF 2024) ensemble suite 

were used in the ESA. The results of the analysis revealed that mean sea-level pressure off the coast of 

California and Oregon near the time of peak intensity of the NV19 cyclone was sensitive to changes in 

variables such as 850 hPa 2-D frontogenesis, 925 hPa potential vorticity, 500 hPa relative vorticity, and 
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500 hPa cyclonic relative vorticity advection by the 300-700 hPa thermal wind. Comparing ensemble 

members portraying a stronger NV19 cyclone to those portraying a weaker NV19 cyclone suggested that 

mutual amplification between the lower-tropospheric DRW and the UJFS was crucial to the record-setting 

nature of this development, with ensemble members portraying a stronger NV19 cyclone forecasting a 

delayed interaction and independent strengthening between the lower-tropospheric DRW and the UJFS. 

The future of investigation into DRW evolutions is vast as speculated in Chapter 5, including further 

analysis of the NV19 storm. Iterated, optimal perturbation analysis using the adjoint model can be used to 

determine if the NV19 storm reached its maximum potential strength. Summer 2019 featured the rapid 

development of the second-strongest marine heatwave in the northeast Pacific basin which lasted well 

past fall 2019, and the potential connection between that marine heatwave and the NV19 storm could be 

analyzed in-depth. Additional DRW explosive deepening cases can be explored using the methods 

developed and refined within this analysis. One viable candidate for this additional analysis is a DRW 

which rapidly deepened into a 945 hPa cyclone off the Washington, USA, and British Columbia coast in 

the latter-half of November 2024. This cyclogenesis event appears to exhibit some striking dynamical 

similarities to the cyclogenesis event in November 2019. Additionally, the Northern and Southern 

Hemisphere climatologies of DRW evolutions presented in Boettcher and Wernli (2013) and Boettcher 

and Wernli (2015), respectively, could be expanded to feature a longer catalog of DRW events to track 

changes in frequency, intensity, and geographic location of DRWs during specific periods of interest. 

Finally, a tool like a large-scale climate model could be used to simulate and investigate DRW evolutions 

under a future warming climate, with a comparison of past and simulated future DRWs to highlight 

potential key developmental differences of these future rapidly-deepening cyclones.

  



 

This chapter is an edited version of the peer-reviewed publication: 

Beaty, P. T., J. E. Martin, A. C. Winters, and G. M. Lackmann, 2025: An Unusual Case of Rapid 

Cyclogenesis in the northeast Pacific Basin. Overview and Piecewise PV Inversion. Monthly 

Weather Review, 154, https://doi.org/10.1175/MWR-D-24-0198.1. 
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2. Overview and Piecewise PV Inversion 
 
 

2.1. Introduction 

Rapid extratropical cyclogenesis, colloquially known as "bomb" cyclogenesis (e.g., Sanders and 

Gyakum 1980; Roebber 1984) arises from a variety of different dynamical and thermodynamical factors 

including the interaction between upper-tropospheric troughs and lower-tropospheric baroclinic zones 

(e.g., Sanders 1986; Gyakum et al. 1992; Lagouvardos et al. 2007; Heo et al. 2019), diabatic heating in 

the form of latent heat release, (Bosart 1981; Roebber 1993; Martin and Otkin 2004; Terpstra et al. 2015; 

Kohl and O’Gorman 2022) and/or sea-surface heat fluxes (e.g., Davis and Emanuel 1988; Roebber 1989; 

Kuo et al. 1991; Gyakum and Danielson 2000; Kouroutzoglou et al. 2015). In addition, the interaction 

between a diabatic Rossby wave (DRW) and an upper-tropospheric trough (Wernli et al. 2002; Moore et 

al. 2008; Rivière et al. 2010; Boettcher and Wernli 2011, 2013; McKenzie 2014; Tamarin and Kaspi 2016; 

Zhang and Wang 2018) is a particular kind of rapid cyclogenesis event. The concept of a DRW was 

introduced in a series of studies in the early 1990s (i.e., Raymond and Jiang 1990; Snyder and Lindzen 

1991; Parker and Thorpe 1995). The latter two studies employed highly idealized models with cloud-

diabatic feedbacks in the vicinity of lower-troposphere baroclinic zones to consider both the production, 

and subsequent evolution, of positive low-level potential vorticity (PV) anomalies beneath the location of 

maximum cloud production. 

Studies by Moore and Montgomery (2004, 2005) were the first to classify such low-level PV 

anomalies as diabatically-generated vortices. The interaction between the associated cyclonic flow around 

such a vortex and the baroclinic zone along which it forms acts to provide continued positive moisture 

and temperature advections downstream of the vortex. These advections contribute to the production of 

clouds and precipitation, which regenerate the lower-tropospheric cyclonic PV anomaly downstream,



 

 

thereby appearing to propagate the original anomaly downstream (Terpstra et al. 2015; Tamarin and Kaspi 

2016; Kohl and O’Gorman 2022). 

In late December 1999, storm Lothar devastated portions of western Europe, becoming the costliest 

windstorm in European history in terms of structural and ecological damage (Wernli et al. 2002). 

Focusing their analysis of the event on the evolution of Lothar as a DRW, Wernli et al. (2002) showed 

that Lothar underwent a ‘bottom-up’ development in which the lower-tropospheric cyclonic PV anomaly 

(the DRW), acting on an initially zonal upper-tropospheric flow, induced upper-tropospheric trough 

development which eventually enabled a superposition of upper- and lower-tropospheric PV features. 

Though bottom-up development of explosive DRWs with no pre-existing upper-tropospheric trough is 

rare (Boettcher and Wernli 2013), such a configuration served to initiate the mutual amplification of the 

two features which was manifest in the rapid development of Lothar. Rivière et al. (2010) employed the 

Météo-France operational model to perform a sensitivity analysis on the development of Lothar and, 

though analysis was centered around the investigation of Lothar, the conclusions were extended to 

explosive development of DRWs in general. They found that the explosive growth stage of rapidly 

developing DRWs such as Lothar are highly dependent on 1) moist processes to overcome frictional and 

turbulent dissipation, 2) the location of the upper-level jet exit region to aid in synoptic-scale ascent, and 

3) a lower-tropospheric baroclinic zone to encourage DRW self-sustenance. 

 Boettcher and Wernli (2011) used four European Centre for Medium-Range Weather Forecasts 

(ECMWF) model forecasts initialized at different lead times along with a DRW-tracking algorithm to 

interrogate the influence of downstream lower-tropospheric temperature and moisture advections on rapid 

DRW developments. Boettcher and Wernli (2013) constructed a 10-year climatology of DRWs in the 

Northern Hemisphere based on the tracking algorithm developed in Boettcher and Wernli (2011). These 

consecutive studies led to the identification of four precursor environments favorable for DRW genesis: 1) 

a broad subtropical high advecting warm air and moisture towards a baroclinic zone, 2) a cutoff low or 

remnant tropical cyclone advecting warm air and moisture towards a baroclinic zone, 3) an upper-

tropospheric trough moving over a lower-tropospheric baroclinic zone, and 4) the remnants of a tropical 
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cyclone or mesoscale convective system propagating along a baroclinic zone as a lower-tropospheric 

vortex. Frequent locations of rapid DRW developments in the Northern Hemisphere were along the Gulf 

Stream in the Atlantic Ocean and following the climatological North Pacific wintertime jet (Boettcher and 

Wernli 2013). In addition, they suggested that most cases of explosive DRW development involve a DRW 

interacting with a pre-existing upper-tropospheric trough. 

Moore et al. (2008) and Rivière et al. (2010) both took advantage of the utility of the piecewise 

PV inversion method introduced by Davis and Emanuel (1991) to attribute the intensification of a DRW 

cyclogenesis event to discrete pieces of the full column PV. The cases chosen for both studies were DRWs 

propagating over warm sea surface temperatures (SSTs) which provides substantial surface heat and 

moisture fluxes to aid in the rapid strengthening of the DRW (e.g., Davis and Emanuel 1988; Roebber 

1989; Kuo et al. 1991; Gyakum and Danielson 2000; Kouroutzoglou et al. 2015). To the best of the 

authors’ knowledge, a similar analysis on an explosive DRW development over a cold ocean surface (< 

12℃) has not yet been performed. DRW developments over such cold ocean surfaces represented an 

estimated 5% of all tracked DRWs in the Boettcher and Wernli (2013) climatology. 

From 0000 UTC 26 November to 0000 UTC 27 November 2019, a DRW, originating at the 

intersection of a high 𝜃! tropical moisture plume and a zonally oriented baroclinic zone, underwent rapid 

cyclogenesis over the northeast Pacific Ocean. DRW intensification followed the description offered by 

Boettcher and Wernli (2013), wherein low-level diabatically-generated PV associated with the DRW 

vortex became vertically collocated with an upper-tropospheric PV anomaly borne of a downward and 

equatorward surge of stratospheric air. Hourly ECMWF reanalysis version 5 (ERA5; Hersbach et al. 

2020) data suggest that this superposition of forcings resulted in a remarkable mean sea level pressure 

(MSLP) fall of 49 hPa in 24 hours as the DRW progressed east-southeastward towards the United States 

West Coast. As the storm neared landfall, the MSLP dropped 12 hPa between 1600 UTC and 1900 UTC 

26 November, including a 1-hour central MSLP fall of 6 hPa from 1700 UTC to 1800 UTC 26 November 

2019. The observed MSLP minimum of 973.4 hPa at Crescent City, California at 0300 UTC 27 

November 2019 set the all-time low sea-level pressure record for the state of California. November low 
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sea-level pressure records were also observed in Medford, Oregon (981.4 hPa) and Eureka, California 

(984.4 hPa) on the same date. 

The November 2019 (hereafter NV19) cyclone provides an opportunity to interrogate the nature of an 

explosive DRW development over a cold ocean surface. The analysis will center on a piecewise PV 

inversion of this particular cyclone following the method of Davis and Emanuel (1991). Comparing this 

event to those previously examined (over warm SSTs) will highlight physical precursors critical for rapid 

DRW-induced development in such an otherwise unfavorable environment. The paper is organized as 

follows. An overview of the reanalysis data and the piecewise PV inversion method utilized in this study 

is detailed in Section 2.2. Section 2.3 provides a synoptic evolution of the lifecycle of the November 2019 

cyclone from 12 hours before genesis to post-occlusion and affirms that this is a DRW-induced 

development while highlighting its exceptional nature. The evolution of the lifecycle of the storm through 

the lens of piecewise PV inversion is discussed in Section 2.4. Comparison of this event to the bottom-up 

development of Lothar along with conclusions and suggestions for further analysis are offered in Section 

2.5. 

2.2. Data and Methods 
 

2.2.1. Dataset 
 

Wind speed and direction, temperature, geopotential height, relative humidity, and MSLP data for 

the NV19 storm were extracted on a limited area domain extending from 10°N to 75°N and 180° to 90°W 

from the ERA5 data set (Hersbach et al. 2020) obtained from the Copernicus Climate Data Store. The 

analysis employs ERA5 data at 1-hour intervals from 0000 UTC 01 November to 2300 UTC 31 

December 2019 with a horizontal grid spacing of 0.25° × 0.25° and 19 vertical levels from 1000 hPa to 

100 hPa at a vertical grid spacing of 50 hPa. ERA5 data were then regridded to a grid spacing of 1.0° × 

1.0° as coarse data with smooth gradients is more amenable to the PV inversion process (Hoskins et al. 
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1985). ERA5 hourly MSLP and wind data were compared with the 3-hourly Weather Prediction Center 

and the 6-hourly Ocean Prediction Center Pacific surface observations to confirm their accuracy. 

2.2.2. Piecewise PV inversion 
First envisioned by Rossby (1940), Ertel (1942) expressed the potential vorticity (often referred to 

as the Ertel PV (EPV)) as 

 
𝐸𝑃𝑉 = −𝑔	(𝜁" + 𝑓)	

𝜕𝜃
𝜕𝑝

 
(1) 

 

where 𝑔 is gravitational acceleration, 𝜁" is the isentropic relative vorticity, 𝑓 is the planetary vorticity, and 

#"
#$
	 is a static stability term. EPV is conserved for adiabatic, inviscid flow. Information about the 

atmospheric flow associated with a distribution of EPV can be extracted through the process of PV 

inversion (Hoskins et al. 1985; Davis and Emanuel 1991). The inversion of a distribution of PV, often 

done in pressure coordinates to avoid complexities of 𝜃 coordinates, requires knowledge of 1) a 

horizontal and vertical distribution of PV, 2) prescribed boundary conditions on the domain, and 3) a 

balance condition which relates the mass to the momentum field. It can be particularly enlightening to 

partition the PV field into discrete pieces each related to different vertical levels and/or physical processes 

involved in cyclogenesis, a technique known as piecewise PV inversion first introduced by Davis and 

Emanuel (1991, hereafter DE). Such piecewise PV inversion isolates the mass and momentum fields 

associated with individual pieces of the total anomalous PV, thus enabling investigation of the effect of 

each piece on the overall circulation tendency and the advection of the other pieces of the PV. The way 

the PV is partitioned is thus crucially important to both the procurement and the precision of the resulting 

insights. 

The DE inversion method assumes hydrostatic balance and that the magnitude of the rotational 

part of the flow is much larger than that of the divergent part of the flow. Applying these approximations 

to the divergence equation and equation (1) results in the system of equations, in spherical coordinates, 

used in the DE piecewise PV inversion: 
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𝑔κ𝜋
𝑝

_(𝑓 + ∇%𝜓)
∂%Φ
∂%𝜋

−
1

𝑎% cos% 𝜙
∂%𝜓
∂λ∂𝜋

∂%Φ
∂λ∂𝜋

−
1
𝑎%

∂%𝜓
∂𝜙 ∂𝜋

∂%Φ
∂𝜙 ∂𝜋
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where Φ is the geopotential, 𝜓 is the nondivergent streamfunction, 𝜙 is the latitude, 𝜆 is the longitude, 𝑎 

is the radius of the earth, 𝑝 is the pressure, 𝜅 = 𝑅/𝑐$, and 𝜋 is the Exner function g𝑐$ h
$
$!
i
'
j, which 

serves as the vertical coordinate (DE). Equation (2), the nonlinear balance condition of Charney (1955), 

relates the wind and pressure fields according to the assumption that the rotational part of the flow is 

much larger than the divergent part of the flow, which has been shown to be a good approximation to 

observed atmospheric flows, especially for flows of the synoptic scale (e.g., Davis et al. 1996). The 

unbalanced portion of the flow corresponds primarily to the nondivergent component of the ageostrophic 

wind and cannot be recovered using PV inversion techniques (Davis et al. 1996). The nondivergent flow 

field recovered from piecewise PV inversion was compared to the pure ERA5 flow field across a 

10° × 10° box centered on the NV19 MSLP minimum. Differences between these two flow fields did not 

exceed 20% for 950 hPa, 10% for 900 hPa, and 5% at and above 850 hPa meaning that piecewise PV 

inversion is accurately representing this development throughout the troposphere. These larger differences 

near the surface are directly attributed to stronger nondivergent ageostrophic components of the wind in 

the vicinity of the intense NV19 cyclone. 

Piecewise PV inversion is accomplished by first performing an inversion on the full perturbation 

PV which is defined by subtracting the 2-month mean PV from the instantaneous PV at 1-hour increments 

at each grid point during the development of the NV19 storm. For the full perturbation PV inversion, 

equations (2) and (3) are solved simultaneously for the hourly Φ and 𝜓, with the lateral boundary 

conditions for Φ and 𝜓	prescribed by subtracting the 2-month mean Φ and 𝜓 from the instantaneous 

ERA5 data. The boundary 𝜓 was initialized using Neumann boundary conditions such that the component 

of the total wind from the ERA5 data which was perpendicular to the boundary was equivalent to the 
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gradient of 𝜓 along that same boundary, and that the net divergence out of the domain was zero. 

Neumann boundary conditions consistent with hydrostatic balance were prescribed along the bottom (top) 

of the domain such that the vertically-averaged perturbation potential temperature, defined following the 

same method used in calculating the perturbation PV, between 1000 hPa and 950 hPa (150 hPa and 100 

hPa) were used to define Φ and 𝜓 along the bottom (top) of the domain. Full static PV inversion was 

performed across the entire horizontal and vertical domain and, to assure a stable solution of equations (2) 

and (3), negative PV values were manually adjusted to a small positive constant of 0.01 PVU (where 

1	PVU = 1 × 10()	m2 s−1 K kg−1) and the static stability was required to remain positive throughout the 

domain. The threshold for convergence was set to 0.1 meter, the over-relaxation parameters for Φ and 𝜓 

were 1.8 and 1.9, respectively, and the under-relaxation parameter was set to 0.3. Each hourly time-step 

reached convergence after approximately 150 iterations. The reader is referred to DE for a complete 

description of the boundary conditions and numerical methods used to solve this system. 

2.2.3. Partitioning method 
The next step in performing piecewise PV inversion is to partition the full perturbation PV field 

into three distinct pieces. Here we follow a modified version of the piecewise partitioning described in 

Davis (1992), Korner and Martin (2000), and Winters and Martin (2017) which employs both isobaric and 

relative humidity criteria. Both the partitioning, and the consequent analysis, were found to be insensitive 

to a robust, but physically reasonable range of choices considered for the RH threshold (not shown). 

The three-way partitioning method used in this study is depicted in Fig. 2.1. The surface PV 

(SFC) is defined as perturbation PV between 950 hPa and 700 hPa in air with a relative humidity < 95%, 

and also includes the perturbation potential temperature on the bottom boundary of the domain. SFC is 

designed to represent the influence of near-surface potential temperature perturbations on the flow 

throughout the domain, as these are equivalent to PV perturbations along the bottom boundary 

(Bretherton 1966). The interior PV (INT) is defined as the perturbation PV between 950 hPa and 150 hPa 

found in air with a relative humidity ≥ 95%. INT is designed to represent the influence of diabatic 
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generation and erosion of PV associated with latent heat release, a process central to DRW propagation 

(Boettcher and Wernli 2013; Terpstra et al. 2015; Tamarin and Kaspi 2016; Kohl and O’Gorman 2022). 

Therefore, INT can be considered a residual representing both the influence of diabatic processes and 

other remnant PV anomalies. The upper-tropospheric PV (UPTROP) is defined as the perturbation PV 

between 650 hPa and 150 hPa found in air with a relative humidity < 95% and includes the perturbation 

potential temperature on the top boundary of the domain. UPTROP is designed to isolate the role of dry 

middle- and upper-tropospheric, and stratospheric PV intrusions on the flow, along with stratospheric 

potential temperature anomalies. 

 

 
Fig. 2.1. Schematic of the piecewise partitioning scheme used in the inversion of the 
perturbation PV overlaid on a cross section along B-B’ in Fig. 2.4e. Solid, green contours are 
potential temperature contoured every 3 K starting at 300 K. Potential vorticity is shaded in 
gray every 2 PVU (1	PVU = 1 × 10()	m2 s−1 K kg−1) starting at 2 PVU. Labelled boxes 
correspond to the three distinct pieces of the total perturbation PV with the top and bottom 
boundaries of each box indicating the isobaric layers included within those pieces. Criterion for 
relative humidity used to distinguish the pieces of PV are as indicated. (b) As in (a), but with 
the distribution of upper-tropospheric perturbation PV (blue contours), interior perturbation PV 
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(pink contours), and surface perturbation PV (orange contours) at 1200 UTC 26 November 2019 
contoured every 0.5 PVU. Positive (negative) perturbation PV anomalies denoted by the solid 
(dashed) contours. 

 

Static inversion is performed for the SFC and UPTROP PV as for the full perturbation PV, but 

with Φ and 𝜓 on the horizontal boundaries being set to zero. Inversion of the INT PV is not performed; 

rather, its associated Φ and 𝜓 (Φ*+, and 𝜓*+,, respectively) are presented as: 

 Φ*+, =	Φ-.//	123, − (Φ4-5 +	Φ.1,361) (4) 

 

and   

 𝜓*+, =	𝜓-.//	123, − (𝜓4-5 +	𝜓.1,361) (5) 

 

where Φ*+, and 𝜓*+, on the horizontal boundaries are set equal to the full perturbation Φ and 𝜓, not 

zero. The decision to prescribe these results was motivated by numerous unsuccessful trials in which the 

static inversion of the INT PV, though reaching convergence, consistently returned unphysical results. 

Similar unphysical results are detailed in both Ahmadi‐Givi et al. (2004) and Bracegirdle and Gray 

(2009). Those studies concluded that such results derive from a breakdown of the Charney nonlinear 

balance condition (Charney 1955) in regions where strong divergence becomes collocated with regions of 

strong diabatic heating. The development of the NV19 DRW was strongly influenced by diabatic heating 

collocated with the lower-tropospheric vortex, hence, the governing physics were well outside the 

requisite nonlinear balance in equation (2). In such situations, convergence to a solution for the INT PV, 

characterized by heavy diabatic modification for extended periods of time, will produce a result in which 

the wind field is not dynamically consistent with the pressure field and the DE system of equations for 

piecewise PV inversion will no longer be valid. As the present analysis seeks to isolate the influence of 

the INT PV on aspects of the development, calculating it as a residual affords a tenable means to that end 

given the circumstances. This residual also predominantly corresponds to moist diabatic processes, as the 
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influences of radiation and turbulence on the PV are much smaller in magnitude on the timescales 

considered. 

2.3. Synoptic Evolution and Anomalous Nature 

2.3.1. Overview 
We use hourly data from the ERA5 to describe the synoptic overview of the NV19 storm and will 

focus on twelve hour increments from 1200 UTC 25 November 2019, prior to the nascent stage of 

development, to 0000 UTC 27 November 2019, past the period of its most rapid development and as the 

storm made landfall on the West Coast of the United States. 

2.3.1.1. 1200 UTC 25 November 2019 
Twelve hours before the NV19 storm developed its own closed circulation at sea-level, a 

predominantly zonally-oriented surface baroclinic zone, indicated by a strong gradient of 950 hPa 

equivalent potential temperature (𝜃!) contours, was draped southeastward from an almost cutoff low 

pressure system to the west through the center of a strong surface anticyclone to the east (Fig. 2.2a). 

Though there was no closed isobar evident at this time, there was a 950 hPa relative vorticity maximum 

(yellow-highlighted “X”) at the intersection of this baroclinic zone with a more meridionally oriented cold 

frontal baroclinic zone (Fig. 2.2a,b). The same baroclinic zones were reflected in the isentropes at 850 

hPa, with strong positive frontogenesis occurring due east of the 950 hPa vorticity maximum along the 

warm front (Fig. 2.2c). Positive 2D frontogenesis, calculated using 

ℑ%7 =
1
|∇𝜃|

_U
𝜕𝜃
𝜕𝑥X

n−
𝜕𝑉>⃑
𝜕𝑥

∙ ∇𝜃p + U
𝜕𝜃
𝜕𝑦X

n−
𝜕𝑉>⃑
𝜕𝑦

∙ ∇𝜃pb	 
(6) 

 

was maximized between 850 and 900 hPa along the baroclinic zone on which the cyclone developed, with 

negative omega (ascent) focused on the warm side of a deep baroclinic zone in response to that 

frontogenesis (Fig. 2.2d). At 500 hPa, the surface development region was downstream of the nearly 

cutoff low pressure center to the southwest and a shortwave feature to the northwest over the Alaska 

Peninsula (Fig. 2.2e). The surface development region was centered in the right entrance region of a 
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downstream, anticyclonically-curved jet streak at 300 hPa characterized by weak along-flow acceleration 

in the entrance region (Fig. 2.2f). A 300 hPa PV maximum over the Aleutians was the tropopause-level 

counterpart to the shortwave at 500 hPa (Fig. 2.2e,f). 

 

   



 

 

16 

Fig. 2.2. (a) Sea-level pressure and 950 hPa equivalent potential temperature (𝜃!) from the ERA5 
reanalysis valid at 1200 UTC 25 November 2019. Solid, black lines are isobars contoured every 4 
hPa. Dashed, green lines are 950 hPa moist isentropes contoured every 5 K. “H” denotes the centers 
of high pressure systems whereas “L” denotes centers of low pressure systems. “X” denotes the 
development region of NV19 storm. (b) GOES-17 infrared imagery of the northeast Pacific basin 
valid at 1150 UTC 25 November 2019. “H”, “L”, and “X” as in panel (a). (c) Potential temperature 
and positive horizontal frontogenesis at 850 hPa from the ERA5 reanalysis valid at 1200 UTC 25 
November 2019. Dashed, red contours are isentropes contoured every 3 K. Shading indicates positive 
frontogenesis function values shaded every 0.5 K (100km)-1 (3hr)-1 starting at 0.5 K (100km)-1 (3hr)-

1. “H”, “L”, and “X” as in panel (a). Black line indicates the cross section shown in panel (d). (d) 
Cross section along A-A’ in panel (c) of potential temperature, frontogenesis, and negative omega 
valid at 1200 UTC 25 November 2019. Potential temperature (green) contoured every 3 K starting 
at 300 K. Positive frontogenesis function (red shading) shaded every 0.5 K (100km)-1 (3hr)-1. 
Negative omega (purple dashed shading) shaded every -0.04 daPa s-1 starting at -0.04 daPa s-1. (e) 
1000 hPa – 500 hPa thickness and relative vorticity at 500 hPa from the ERA5 reanalysis valid at 
1200 UTC 25 November 2019. Red dashed contours are lines of constant thickness contoured every 
60 meters. Shading indicates positive relative vorticity shaded every 5	 ×	10"# s−1 starting at 
5	 ×	10"# s−1. “H”, “L”, and “X” as in panel (a). (f) Potential vorticity and wind speed at 300 hPa 
from the ERA5 reanalysis valid at 1200 UTC 25 November 2019. Solid, black contours are wind 
speeds contoured every 10 m s−1 starting at 50 m s−1. Shading indicates potential vorticity at 300 
hPa shaded every 1 PVU (1	PVU = 1 × 10"$	m2 s−1 K kg−1) starting at 1 PVU. “H”, “L”, and “X” as 
in panel (a). “L” denoting the low pressure system changed to light blue for visibility. 
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2.3.1.2. 0000 UTC 26 November 2019 
By 0000 UTC 26 November 2019, a weak surface cyclone was discernable along the baroclinic zone 

that stretched zonally through the anticyclone (Fig. 2.3a). This disturbance had begun to develop its own 

separate cloud feature by this time (Fig. 2.3b). The 850 hPa baroclinic zone and positive frontogenesis 

maintained its previous spatial relationship with the developing surface cyclone (Fig. 2.3c), with 

frontogenesis located to the east and northeast of the surface cyclone along the developing warm front. 

Positive frontogenesis was now maximized at 800 hPa as the frontal slope notably steepened from the 

previous time (compare Fig. 2.2d to Fig. 2.3d). In response to this evolution, the ascent associated with 

the lower-tropospheric frontogenesis was deeper. The shortwave feature at 500 hPa began to strengthen to 

the northwest of the surface cyclone, indicated by the increase in positive relative vorticity along the 

shortwave axis (Fig. 2.3e). The proximity of this shortwave resulted in a region of cyclonic vorticity 

advection (CVA) by the thermal wind, indicative of column mean divergence and ascent (Sutcliffe 1947), 

coincident with the surface cyclone at this time. At 300 hPa, the surface cyclone maintained its position 

relative to the right entrance region of the downstream, anticyclonically-curved jet streak with now 

stronger along-flow speed change characterizing the entrance region (Fig. 2.3f). The shortwave feature at 

300 hPa had also strengthened as indicated by the expanding region of large 300 hPa positive PV to the 

north-northwest of the surface cyclone (Fig. 2.3f). 
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Fig. 2.3. (a) As in Fig. 2.2a except for 0000 UTC 26 November 2019. (b) As in Fig. 2.2b except for 
0000 UTC 26 November 2019. (c) As in Fig. 2.2c except for 0000 UTC 26 November 2019. (d) As in 
Fig. 2.2d except for 0000 UTC 26 November 2019. (e) As in Fig. 2.2e except for 0000 UTC 26 
November 2019. (f) As in Fig. 2.2f except for 0000 UTC 26 November 2019. 

 

2.3.1.3. 1200 UTC 26 November 2019 
Twelve hours after initial development (Fig. 2.4a), the NV19 storm completely bisected the 

anticyclone within which it initially developed (see Fig. 2.3a). Well-defined cold and warm fronts now 

characterized the cyclone, as shown by the 950 hPa 𝜃!, with pressure troughs associated with both fronts. 

At this time, the storm was beginning its twelve-hour period of most rapid deepening as it approached the 

California-Oregon border. The storm was also beginning to transition from a baroclinic leaf (R. B. 

Weldon 1979) to a more classic comma shape (Fig. 2.4b). The primary band of positive frontogenesis at 

850 hPa remained robust and associated with the surface warm front while a band of weaker, positive 

frontogenesis developed along the cold front (Fig. 2.4c). The cyclone center was now clearly located at 

the apex of the 850 hPa thermal ridge. Positive frontogenesis peaked at 700 hPa as the warm front neared 

its maximum strength and the associated ascent expanded and intensified throughout the depth of the mid- 

to lower-troposphere, now being maximized around 750 hPa (Fig. 2.4d). Rapid intensification and 

elongation of the 500 hPa positive vorticity feature occurred to the west-northwest of the surface cyclone, 

coincident with a sharp temperature gradient, indicative of the development of a potent upper-level 

jet/front system (Fig. 2.4e). This intensification focused vigorous CVA by the thermal wind directly above 

the surface cyclone and, consequently, the central pressure of the NV19 storm began to rapidly drop. The 

trough in the 1000-500 hPa thickness also lagged the geopotential height trough resulting in along-flow 

cold air advection coincident with the 500 hPa relative vorticity maximum (Fig. 2.4e). The thermal 

gradient directly west of the cyclone had intensified within this same twelve-hour interval. The region of 

increased baroclinicity was reflected in an increase in wind speed at 300 hPa, at the base of the shortwave 

feature (Fig. 2.4f). This wind speed intensification also situated the NV19 storm in the left exit region of a 

newly formed jet streak tied to the development of the upper-level jet/front system (e.g. Shapiro 1981, 
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1983; Lackmann et al. 1997; Martin 2014), providing another mechanism for enhancing upper-

tropospheric mass evacuation and lower-tropospheric cyclogenesis. 
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Fig. 2.4. (a) As in Fig. 2.3a except for 1200 UTC 26 November 2019. (b) As in Fig. 2.3b except for 
1150 UTC 26 November 2019. (c) As in Fig. 2.3c except for 1200 UTC 26 November 2019. (d) As in 
Fig. 2.3d except for 1200 UTC 26 November 2019. (e) As in Fig. 2.3e except for 1200 UTC 26 
November 2019. (f) As in Fig. 2.3f except for 1200 UTC 26 November 2019. 

 

2.3.1.4. 0000 UTC 27 November 2019 
In the twenty-four hours after initial development, the storm had deepened a total of 47 hPa to a 

central MSLP of 971 hPa, well exceeding the definition of explosive cyclogenesis (at least 24 hPa of 

deepening in 24 hours) first defined in Sanders and Gyakum (1980) (Fig. 2.5a). In fact, the storm had 

deepened from 1020 hPa at 2200 UTC 25 November to 971 hPa at 2200 UTC 26 November, resulting in 

a maximum 24-hour deepening rate of 49 hPa. At 0000 UTC 27 November, the NV19 storm was just a 

few hours from making landfall on the west coast of the United States near Crescent City, California (Fig. 

2.5a,b). The intense pressure gradient to the south of the cyclone center resulted in surface winds greater 

than 45 m s-1 near the California-Oregon border and 24 m waves off the California coast (094 Cape 

Mendocino buoy). By this time, the positive frontogenesis at 850 hPa associated with the warm front was 

undoubtedly influenced by the steep topography adjacent to the United States West Coast (Fig. 2.5c,d) as 

the frontal structure had clearly weakened (Fig. 2.5d). Lower-tropospheric ascent at this time reached its 

largest values of the cyclone lifecycle, also undoubtedly influenced by the steep topography. A well-

developed trough with substantial CVA by the thermal wind and an elongated streamer of vorticity at 500 

hPa were both still forcing ascent in and around the surface cyclone (Fig. 2.5e), with the strongest CVA 

by the thermal wind situated south of the cyclone (not shown). The intensified vortex strip was a 

manifestation of the continued development of the associated upper-level jet/front system (Fig. 2.5e). The 

jet streak to the west of the surface cyclone increased in intensity and the surface cyclone remained in the 

left exit region as the jet raced southeastward on the upstream side of a newly carved out upper trough 

(Fig. 2.5f). The surface cyclone was now vertically stacked as the 300 hPa PV and 500 hPa vorticity were 

all maximized at the same location directly above the surface cyclone (Fig. 2.5e,f). 
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Fig. 2.5. (a) As in Fig. 2.4a except for 0000 UTC 27 November 2019. (b) As in Fig. 2.4b except for 0000 

UTC 27 November 2019. (c) As in Fig. 2.4c except for 0000 UTC 27 November 2019. (d) As in Fig. 2.4d 

except for 0000 UTC 27 November 2019. (e) As in Fig. 2.4e except for 0000 UTC 27 November 2019. (f) As 

in Fig. 2.4f except for 0000 UTC 27 November 2019. 

 

2.3.2. The NV19 cyclone as a Diabatic Rossby wave 
As first introduced by Raymond and Jiang (1990), Snyder and Lindzen (1991), and Parker and 

Thorpe (1995) and first classified by Moore and Montgomery (2004, 2005), a DRW is a lower-

tropospheric vortex borne of positive PV production in the vicinity of a lower-tropospheric baroclinic 

zone that is situated below mid-tropospheric latent heat release. During the early development phase of 

the NV19 storm, a nearly cutoff low pressure system south of the Aleutian Islands and an expansive high 

pressure system off the coast of the Pacific Northwest conspired to produce southerly flow which overan 

a predominantly zonal baroclinic zone stretching across the northeast Pacific Ocean at 1200 UTC 25 

November 2019 (Fig. 2.6a). This flow induced strong lower-tropospheric frontogenesis which, in turn, 

spawned the production of precipitation along the baroclinic zone as indicated by the 12-hour rainfall 

rates from the ERA5 data. The ERA5 12-hour rainfall rates agreed with 24-hour rainfall rates from 

the Integrated Multi-satellitE Retrievals for the Global Precipitation Measurement (GPM) mission 

(IMERG) in terms of spatial distribution and location of maxima (not shown). A lower-tropospheric 

circulation developed as a result of the latent heat release that accompanied the production of 

precipitation. This circulation then propagated along the baroclinic zone for at least the next 12 hours as 

shown by the location of the SLP minimum along the mean 950 hPa 𝜃! gradient averaged between 1200 

UTC 25 November and 0000 UTC 26 November 2019 (Fig. 2.6b). Thus, there was strong frontogenesis 

and moist ascent along the baroclinic zone (Fig. 2.2c,d and Fig. 2.3c,d) driving precipitation development 

and latent heat release which, in turn, mobilized lower-tropospheric diabatic PV “production” (Fig. 

2.6a,b). The resulting diabatically-generated vortex provided differential temperature advection near the 

surface which then propagated the DRW vortex. Propagation speeds averaged 24.4 m s-1 throughout the 

entire DRW lifecycle with a maximum 1-hourly propagation speed of 47.6 m s-1 between 1200 UTC and 
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1300 UTC 26 November. This average far exceeded the threshold of 11.6 m s-1 for DRW propagation 

established in Boettcher and Wernli (2013) and neared the rapid average propagation speeds of ~30 m s-1 

associated with Lothar (Wernli et al. 2002). 

 

 
Fig. 2.6. (a) Sea-level pressure and 950 hPa equivalent potential temperature (𝜃!) from the ERA5 
reanalysis valid at 1200 UTC 25 November 2019. Solid, black lines are isobars contoured every 4 
hPa. Dashed, green lines are 950 hPa moist isentropes contoured every 5 K. Shading indicates the 
rainfall rate valid at 1800 UTC 25 November 2019 shaded every 0.25 mm 12hr-1 starting at 0.5 mm 
12hr-1. “H” denotes the center of the high pressure system whereas “L” denotes the centers of the low 
pressure systems. “X” denotes the development region of NV19 storm. Red and blue annotated 
arrows indicate the lower-tropospheric synoptic-scale flow. (b) Propagation of sea-level pressure 
minima along the 12-hour mean 950 hPa 𝜃! between 1200 UTC 25 November and 0000 UTC 26 
November 2019, as indicated by arrow. Shading indicates the 12-hour mean 950 hPa positive 
horizontal frontogenesis between 1200 UTC 25 November and 0000 UTC 26 November 2019 shaded 
every 0.5 K (100km)-1 (3hr)-1. Moist isentropes contoured as in (a). “L” and “X” as in panel (a).  

 

Lastly, the diabatic PV generation rate was assessed according to Eq. (74a) in Hoskins et al. (1985): 
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(7) 

 

where 𝑄 is the potential vorticity, 𝜃 is the potential temperature, and 𝜃̇ is the potential temperature 

tendency, #"
#=

. The generalized PV generation rate, which combines the effects of diabatic PV generation 

(first term on right-hand side of (7)) and diabatic vertical advection of PV (second term on right-hand side 

of (7)), was averaged over two layers of near equal height following Kohl and O’Gorman (2022) and 
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across a 10° × 10° box centered on the NV19 MSLP minimum throughout its evolution. The average rate 

of diabatic PV generation in the lower-layer, 950 hPa to 550 hPa, (upper-layer, 500 hPa to 150 hPa,) was 

zero (negative) as the DRW formed from 1800 UTC 25 November to 0000 UTC 26 November, and then 

positive (remained negative) as the NV19 DRW strengthened and propagated eastward from 0000 UTC to 

0900 UTC 26 November (Fig. 2.7). The positive PV anomaly in the lower-layer, the NV19 DRW, and the 

negative PV anomaly in the upper-layer were both growing through the diabatic generation of PV as 

DRW propagation and strengthening began, which agrees with the DRW growth mode presented in Kohl 

and O’Gorman (2022) and adds additional support to the notion that the NV19 storm originated as a 

DRW. 

 

 
Fig. 2.7. The layer-averaged diabatic PV generation rate in PVU hr-1 (1	PVU = 1 × 10"$	m2 s−1 K 
kg−1) for the upper-layer (500 hPa to 150 hPa, ‘UL’) and the lower-layer (950 hPa to 550 hPa, ‘LL’) 
from 1800 UTC 25 November to 0300 UTC 27 November 2019 averaged across a 10° × 10° box 
centered on the NV19 storm. Diabatic PV generation rate is contoured in solid blue for the upper-
layer and solid red for the lower-layer with negative diabatic PV generation rates for both layers 
represented as dashed contours. 

 

2.3.3. The anomalous nature of the NV19 storm 
Northwesterly flow cyclogenesis events over the northeast Pacific Ocean are common and well-

documented (Reed and Albright 1986; Yoshiike and Kawamura 2009; Lang and Martin 2012; Iwao et al. 
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2012; Iizuka et al. 2013) along with explosive cyclogenesis (EC) events over this part of the Pacific 

Ocean (Roebber 1984; Wang and Rogers 2001; Boettcher and Wernli 2013; Zhang et al. 2017). Despite 

the relative frequency of EC events over the northeastern Pacific Ocean, the storm track, deepening rate, 

and location of maximum deepening for the NV19 storm were all well outside of established 

climatologies for this part of the world. 

First, the NV19 storm had an unusual track. Roebber (1984) constructed a climatology of Northern 

Hemisphere EC events over the period from 1976 to 1982 while Wang and Rogers (2001) compiled a 

similar climatology for the period from 1985 to 1996. In still another climatology (from 2000 to 2015), 

Zhang et al. (2017) specifically focused on EC events over the northern Pacific Ocean. All three studies 

highlighted preferred regions for periodic EC events: off the east coast of Japan, off the east coast of the 

United States, and in the central Gulf of Alaska. After genesis, a majority of the cyclones track southwest 

to northeast based on the roughly 30-year period covered by the three, non-consecutive climatologies. 

Tamarin and Kaspi (2016) noted that the predominant region of latent heat release associated with DRWs 

typically occurs to the northeast of the DRW center, which propagates the DRW eastward and poleward. 

The NV19 cyclone also initially formed in the central Gulf of Alaska and tracked nearly due east before 

beginning a northwest to southeast track (Fig. 2.2-Fig. 2.5). Zhang et al. (2017) divided their database of 

EC storm tracks into separate regions of the northern Pacific in which clustering of cyclogenesis events 

occurred. The storm track of the NV19 cyclone was rotated approximately 90° to the right of both the 

northeastern Pacific Ocean EC storm tracks from the Zhang et al. (2017) climatology (their Fig. 5e) and 

the typical direction of DRW propagation from Tamarin and Kaspi (2016). The NV19 track was also 

mainly outside of the storm track densities presented in Roebber (1984), Wang and Rogers (2001), and 

Zhang et al. (2017). Thus, the storm track associated with the NV19 storm was unusual based on at least 

30 years of non-consecutive climatologies presented in the literature. 

Second, the deepening rate of EC events has been quantified using the "Bergeron" since it was 

originally defined by Sanders and Gyakum (1980) as 
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1	Bergeron	 =
24	hPa
24	hours

⋅
𝑠𝑖𝑛(𝜙)
𝑠𝑖𝑛(60°)

 
(8) 

 

where 𝜙 is the latitude of the cyclone center normalized to 60°N. A cyclogenesis event must accomplish a 

deepening rate equivalent to at least 1 Bergeron to be classified as explosive. Roebber (1984) and Zhang 

et al. (2017) used normalized latitudes of 42.5° and 45°, respectively, in the denominator of (8) as these 

mean latitudes were more representative of the mean latitude of explosive cyclogenesis events presented 

in their studies. The deepening rate of the NV19 storm using the Roebber (1984) and the Zhang et al. 

(2017) definitions was 2.14 Bergerons and 2.04 Bergerons, respectively. This deepening rate ranks the 

NV19 storm in the 99th percentile when focusing on the 115 EC cases over the northern Pacific Ocean 

from the Roebber (1984) climatology and in the 93rd percentile when focusing on the 120 EC cases over 

the northeast Pacific region from the Zhang et al. (2017) climatology. Further, the maximum 6-hour 

deepening rate of 22 hPa between 1200 UTC to 1800 UTC 26 November 2019 rivals that of the 

maximum 6-hour deepening rate of 26 hPa accomplished by the Braer storm, the strongest extratropical 

cyclone on record based both on minimum SLP and deepening rate (Lim and Simmonds 2002; Odell et al. 

2013). Therefore, the maximum 6-hour deepening rate of the NV19 storm was among the strongest ever 

recorded for all extratropical cyclones in the Pacific and Atlantic Ocean basins. 

Finally, frequency contours of northern Pacific Ocean EC events are provided using the Roebber 

(1984), Wang and Rogers (2001), and Zhang et al. (2017) climatologies (Fig. 2.8). The furthest eastward 

extent of any of these frequency contours is 130°W (Fig. 2.8c). The maximum deepening of the NV19 

storm occurred between 1700 UTC and 1800 UTC 26 November 2019 to the east of 130°W longitude. 

Out of a combined 30-year period of northern Pacific Ocean EC events, no other EC event has had a 

maximum deepening location as far east as the NV19 storm, yet another aspect of its anomalous nature. 
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Fig. 2.8. Composite of maximum deepening locations (MDL) for “bomb” cyclogenesis events over the 
northeastern Pacific Ocean as defined by Sanders and Gyakum (1980) and Zhang et al. (2017). (a) 
Adapted from Roebber (1984) for MDL between 1976 and 1982. Red star indicates MDL for 
November 2019 storm. (b) Adapted from Wang and Rogers (2001) for MDL between 1985 and 1996. 
Red star indicates MDL for November 2019 storm. (c) Adapted from Zhang et al. (2017) for MDL 
between 2000 and 2015. Red star indicates MDL for November 2019 storm. Dashed, gray line 
indicates 130°W meridian. 

 

Another unique aspect of this development was that the NV19 storm formed during the second 

strongest and most persistent marine heatwave (MHW) in the northeast Pacific basin (Chen et al. 2021). 

This MHW, colloquially known as the ‘Blob 2.0’, was a result of prolonged weakening of the 

climatological North Pacific anticyclone which characterizes the northeast Pacific basin during the 

northern hemisphere summer (Amaya et al. 2020). The weaker North Pacific anticyclone reduced the 

pressure gradient over the entire region, which decreased the surface winds, the evaporative cooling, and 
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the wind-driven upper ocean mixing. The resultant increased upper ocean SSTs then led to decreased low 

clouds over the region, which increased solar insolation and further reinforced the increased upper ocean 

SSTs. The first of four peaks of the Blob 2.0 occurred in November 2019 and was concentrated above 50 

m depth (Chen et al. 2021). This shallow peak in the MHW undoubtedly increased lower-tropospheric 

temperatures through sea surface heat flux, although attenuated as noted above, which reinforced the 

lower-tropospheric baroclinic zone stretching across the northeast Pacific along which the DRW initially 

formed (see Fig. 2.2). The influence of the most persistent and near-record strength Blob 2.0 MHW on 

constructing the environment in which the NV19 storm developed adds yet another extraordinary detail to 

this unusual cyclogenesis event.  

 

2.4. Analysis 
Subsequent analysis will concentrate on the 950 hPa isobaric surface as this level was the lowest 

available isobaric surface in the inversion output. Fig. 2.9 compares 950 hPa geopotential height (Φ?@A) at 

the location of the 950 hPa vorticity maximum of the NV19 storm from the ERA5 analyses and the full 

PV inversion. Though the full inversion results consistently return a higher Φ?@A, the hourly positions 

demonstrate excellent agreement. Results of inverting the 2-month mean PV are not discussed as the 

analysis is primarily concerned with the perturbation PV introduced into the domain by the NV19 storm. 
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Fig. 2.9. Comparison of the full PV inversion results and the ECMWF reanalysis version 5 (ERA5) 
analysis of storm track based on location of the 950 hPa vorticity maxima. Location of vorticity 
maxima in the full PV inversion results are shown in blue with geopotential height at the vorticity 
maxima plotted in meters. Location of ERA5 analysis vorticity maxima are shown in black with 
geopotential height at the vorticity maxima plotted in meters. 

 

2.4.1. Piecewise frontogenesis 
Piecewise PV inversion allows computation of the horizontal frontogenesis function (6) using the 

recovered balanced flow from the inversion of the full column perturbation PV and each of the three 

partitioned pieces of the perturbation PV. The goal is to determine which features in the perturbation PV 

distribution are controlling the strength and evolution of the initial lower-tropospheric frontogenesis (e.g. 

Korner and Martin 2000). We hypothesize that the SFC PV controlled the initial genesis as intense lower-

tropospheric frontogenesis and associated latent heat release within the thermally-direct circulation 

spawned the DRW which became the NV19 storm (Fig. 2.2d,Fig. 2.3d, andFig. 2.6). Therefore, we are 

only partitioning the balanced flow field, not the thermal field, and are considering the kinematic effects 

of the separate circulations on the total thermal field. 

2.4.1.1. 1200 UTC 25 November 2019 
Ascent during the initial development of the NV19 storm was situated on the warm side of a 

frontogenesis maximum at 850 hPa forced by differential 𝜃 advection by the FULL PERT balanced flow 

(Fig. 2.10a). There is good agreement between the distribution and orientation of the frontogenesis 

calculated using the FULL PERT balanced flow and the frontogenesis calculated using the ERA5 

horizontal winds (compare Fig. 2.2d and Fig. 2.10a). A majority of the FULL PERT frontogenesis was 

forced by the UPTROP PV balanced flow associated with the upstream upper-tropospheric shortwave 

(Fig. 2.2f and Fig. 2.10b). The balanced flow associated with the INT PV resulted in no notable 

frontogenesis along the cross section at this time (Fig. 2.10c). A strong, negative INT PV anomaly in the 

upper-troposphere was located directly above the development region (not shown) due to persistent, 

differential lower-tropospheric high 𝜃! flow fueling convection along the baroclinic zone (e.g. Fig. 2.6a). 

Despite the emergence of a lower-tropospheric positive INT PV anomaly in response to the associated 
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heating, the negative (upper-tropospheric) piece of the INT PV exerted the predominant influence on the 

total INT PV-induced flow in the development region and, consequently, the INT PV contributed near-

zero frontogenesis (Fig. 2.10c). The remaining portion of the lower-tropospheric frontogenesis was forced 

by the SFC PV balanced flow (Fig. 2.10d). This portion of perturbation frontogenesis was a result of 

anomalously warm near-surface potential temperatures underneath the 950 and 850 hPa thermal ridge 

stretching southwest of the development region which facilitated strong differential warm air advection in 

the lower-troposphere across the baroclinic zone (Fig. 2.2a,c). 
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Fig. 2.10. Frontogenesis associated with discrete portions of the balanced flow derived from piecewise 
PV inversion. (a) Cross section along A-A’ in Fig. 2.2c of potential temperature and frontogenesis 
valid at 1200 UTC 25 November 2019. Potential temperature (green) contoured every 3 K starting 
at 300 K. Positive frontogenesis function from the full perturbation PV (FULL PERT) balanced flow 
(red shading) shaded every 1 × 10"% K (100km)-1 (3hr)-1 and smoothed using a 9-point smoother. (b) 
Cross section along A-A’ in Fig. 2.2c of potential temperature and frontogenesis valid at 1200 UTC 
25 November 2019. Potential temperature (green) contoured every 3 K starting at 300 K. Positive 
frontogenesis function from the UPTROP PV balanced flow (blue shading) shaded every 1 × 10"% K 
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(100km)-1 (3hr)-1 and smoothed using a 9-point smoother. (c) As in panel (b) but for the positive 
frontogenesis function from the INT PV balanced flow (pink shading). (d) As in panel (c) but for the 
positive frontogenesis function from the SFC PV balanced flow (orange shading). (e) As in panel (a) 
but for a cross section along A-A’ in Fig. 2.3c valid at 0000 UTC 26 November 2019. (f) As in panel 
(b) but for a cross section along A-A’ in Fig. 2.3c valid at 0000 UTC 26 November 2019. (g) As in 
panel (c) but for a cross section along A-A’ in Fig. 2.3c valid at 0000 UTC 26 November 2019. (h) 
As in panel (d) but for a cross section along A-A’ in Fig. 2.3c valid at 0000 UTC 26 November 2019. 

 

2.4.1.2. 0000 UTC 26 November 2019 
The FULL PERT frontogenesis function became focused in the lower-troposphere as the DRW vortex 

developed into a weak center of low pressure (Fig. 2.10e). There was still good agreement between the 

frontogenesis calculated using the FULL PERT balanced flow and the frontogenesis calculated using the 

ERA5 horizontal winds (compare Fig. 2.3d and Fig. 2.10e). The perturbation frontogenesis forced by the 

UPTROP PV balanced flow was now both shallower and weaker as compared to twelve hours prior (Fig. 

2.10b,f). The DRW was still situated beneath an upper-tropospheric negative INT PV anomaly, and so the 

balanced flow from the INT PV once again resulted in insubstantial perturbation frontogenesis (Fig. 

2.10g). At this time, the majority of the lower-tropospheric frontogenesis appeared forced by the balanced 

flow attributable to lower-tropospheric potential temperature perturbations (Fig. 2.3a,c and Fig. 2.10h). 

Perturbation southerly flow introduced via lower-tropospheric potential temperature anomalies provided 

most of the lower-tropospheric frontogenesis and subsequent latent heat release as NV19 DRW 

intensification and eastward propagation began. 

2.4.2. Hourly height changes 
After a coherent lower-tropospheric vortex had formed, the intensification of the NV19 storm was 

assessed by considering the effects of each of the three pieces of the perturbation PV on near-surface 

height changes recovered from the piecewise PV inversion process. First, perturbation heights from the 

ERA5, FULL PERT, UPTROP, and SFC PV inversions, and the INT PV residual, were recorded at the 

location of the 950 hPa vorticity maximum associated with the NV19 storm. Then the perturbation height 

change at time 𝑡, associated with the ERA5, full perturbation PV, and each of the three pieces, was the 

result of subtracting the perturbation heights at time 𝑡 + 1ℎ𝑟	from the perturbation heights at time 𝑡 −
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1ℎ𝑟 and dividing by the time interval of 2	ℎ𝑟𝑠. The results of these calculations are shown in Fig. 2.11, 

which displays the various height changes from 2100 UTC 25 November to 0600 UTC 27 November 

2019. 
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Fig. 2.11. 950 hPa 1-hourly height changes from the inversion of the pieces of the perturbation PV 
at the location of the 950 hPa vorticity maximum of the November 2019 storm. (a) 950 hPa 1-hourly 
height changes from the inversion of the FULL PERT PV (blue) as defined in Section 3 (see text) 
along with the observed ERA5 1-hourly height changes (black). Notable time period(s) are 
annotated. (b) As in (a) but for 1-hourly height changes associated with the SFC PV. Red shading 
indicates the time period in which the SFC PV contributed the most negative 950 hPa height 
changes of all three perturbation PV pieces. Red star indicates the time of most negative 950 hPa 1-
hourly height change from the SFC PV inversion. (c) As in (b) but for 1-hourly height changes 
associated with the INT PV. Green shading indicates time periods in which the INT PV contributed 
the most negative 950 hPa height changes of all three perturbation PV pieces. Green star indicates 
the time of most negative 950 hPa 1-hourly height change from the INT PV inversion. (d) As in (c) 
but for 1-hourly height changes associated with the UPTROP PV. Orange shading indicates the time 
period in which the UPTROP PV contributed the most negative 950 hPa height changes of all three 
perturbation PV pieces. Orange star indicates the time of most negative 950 hPa 1-hourly height 
change from the UPTROP PV inversion. 

 

Perturbation height changes from the ERA5 data and the inversion of the full perturbation PV were 

negative at the location of the 950 hPa vorticity maximum for a majority of the 33-hour analysis period, 

with peak negative values occurring between 0900 UTC and 1300 UTC 26 November before exhibiting a 

steady increase until the end of the analysis period (Fig. 2.11a). The ERA5 and the full perturbation PV 

inversion height changes were in very good agreement. The 12-hour maximum deepening period spanned 

from 0600 UTC to 1800 UTC 26 November, with the storm having experienced consecutive MSLP falls 

greater than 1 hPa hr-1 beginning at 0900 UTC 26 November until making landfall. The influence of 

surface potential temperature anomalies on near-surface height changes were initially negative, and then 

were negligible until the NV19 storm lost connection to surface baroclinicity after 1600 UTC 26 

November (Fig. 2.11b). Diabatically-induced PV had the most dominant influence throughout an 

overwhelming majority of the development (Fig. 2.11c). Near-surface height changes associated with the 

INT PV residual were negative beginning at 0000 UTC 26 November until the end of the storm lifecycle, 

including throughout the entire 12-hour maximum deepening period. In fact, INT PV contributed the most 

negative height changes during the early and late stages of cyclogenesis (Fig. 2.11). The influence of the 

upper-tropospheric and stratospheric PV (the UPTROP PV) on near-surface height changes was minimal 

until 1500 UTC 26 November, by which time the developing upper-level jet/front system had finally 
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encroached upon the NV19 storm, quickly inducing strong negative height changes (Fig. 2.11d). These 

height changes were the most negative of any associated with the three pieces of the perturbation PV 

directly outside of the 12-hour maximum deepening period. Interrogations of the various physical 

mechanisms responsible for this period of development, including potential interaction between the 

lower-tropospheric DRW vortex and the upper-level jet/front system, which initially developed 

independently of each other, will be explored separately in future work. 

2.4.3. Mutual amplification 
The influence of specific PV anomalies (i.e., UPTROP, INT, and SFC) on the strength of the flow 

throughout the column is described via the PV superposition principle (Davis and Emanuel 1991; Morgan 

and Nielsen-Gammon 1998). The anomalous flow associated with, for instance, an UPTROP PV anomaly 

can interact with the INT PV distribution (at a given isobaric level) to amplify the magnitude of the INT 

PV anomaly via horizontal advection. In a statically stable atmosphere, local increases in EPV translate to 

increases in cyclonic circulation. Additionally, positive advection of lower boundary potential temperature 

anomalies by any discrete portion of the balanced flow will induce similar increases in cyclonic 

circulation (Bretherton 1966). Therefore, any location experiencing positive advection of perturbation 

EPV by a balanced flow, which would increase the anomalous EPV there, will also experience an increase 

in the perturbation cyclonic circulation. Any such increase is a manifestation of the PV superposition 

principle and is labeled mutual cyclonic amplification.  

The hour at which the associated perturbation height changes are most negative for the UPTROP, 

INT, and SFC PV (indicated by the starred times in Fig. 2.11b-d) are considered next. The analysis 

assesses if such favorable superposition amongst the various balanced flows attributable to the UPTROP, 

INT, and SFC PV contributed to an increase in the cyclonic flow throughout the column at these times 

during the NV19 storm. 
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2.4.3.1. 2100 UTC 25 November 2019 
The initial near-surface height changes of the NV19 storm, from 2100 UTC to 2300 UTC 25 

November, were predominantly driven by the influence of lower-boundary PV (Fig. 2.11b). The most 

negative of these 950 hPa height changes occurred at 2100 UTC 25 November, which corresponds to the 

time of initial formation of the SLP minimum which became the NV19 cyclone. Cyclonic PV advection 

(CPVA) by the balanced flow at three different isobaric levels from the inversion of the UPTROP and 

SFC PV and the INT PV residual at 2100 UTC 25 November are shown in Fig. 2.12. The yellow contours 

on each of the nine panels indicate where there is either appreciable CPVA or positive surface potential 

temperature advection by the balanced flow from a specified perturbation PV anomaly at the given 

isobaric level. In the upper troposphere, the balanced flows from the UPTROP and INT resulted in CPVA 

of upper-tropospheric PV to the north of the NV19 storm (Fig. 2.12a,b) while upper-tropospheric CPVA 

from the SFC balanced flow was occurring well to the northwest of the storm (Fig. 2.12c). No distinct 

diabatically-induced PV anomaly had formed in the mid-troposphere early in the storm lifecycle, so no 

notable cyclonic advection of this type of PV was occurring (Fig. 2.12d-f). Cyclonic advection of lower-

boundary PV by the UPTROP and INT balanced flows was not occurring in the vicinity of the NV19 

storm (Fig. 2.12g,h). Only the balanced flow from the SFC was resulting in lower-boundary CPVA 

immediately over the NV19 storm center (Fig. 2.12i). Therefore, at this early time in storm development, 

lower-boundary CPVA was being amplified only by SFC anomalies and no substantial mutual cyclonic 

amplification of PV anomalies throughout the depth of the troposphere was occurring. 

 



 

 

38 

 
Fig. 2.12. Balanced flow attributable to the UPTROP, INT, and SFC perturbation PV and the 
influence of that balanced flow on the 3D PV and potential temperature anomaly structure valid at 
2100 UTC 25 November 2019. (a-c) 400 hPa UPTROP PV anomalies shaded every 0.25	PVU 
(1	PVU = 1 × 10"$	m2 s−1 K kg−1) starting at 0.25	PVU and 400 hPa balanced flow (arrows) from 
the inversion of the (a) UPTROP, (b) INT, and (c) SFC. Yellow, solid contours represent positive 
UPTROP PV advection by the (a) UPTROP, (b) INT, and (c) SFC balanced flows contoured every 
0.1	PVU hr-1 starting at 0.1	PVU hr-1. Location of the 950 hPa relative vorticity maximum indicated 
by the orange ‘L’. (d-f) 650 hPa INT PV anomalies shaded every 0.1	PVU starting at 0.1 PVU and 
650 hPa balanced flow (arrows) from the inversion of the (d) UPTROP, (e) INT, and (f) SFC. 
Yellow, solid contours represent positive INT PV advection by the (d) UPTROP, (e) INT, and (f) 
SFC balanced flows contoured every starting 0.1 PVU hr-1 at 0.1	PVU hr-1. Location of the 950 hPa 
relative vorticity maximum indicated by the orange ‘L’. (g-i) 975 hPa potential temperature 
anomalies (SFC PV anomalies) shaded every 1 K and the 950 hPa balanced flow from the inversion 
of the (g) UPTROP, (h) INT, and (i) SFC as represented by the arrows. Yellow, solid contours 
represent positive surface potential temperature advection by the (g) UPTROP, (h) INT, and (i) 
SFC balanced flows contoured every 1 K hr-1 starting at 1 K hr-1. Location of the 950 hPa relative 
vorticity maximum indicated by the orange ‘L’. 

 

2.4.3.2. 1400 UTC 26 November 2019 
A majority of the subsequent cyclogenesis in terms of 950 hPa height changes was attributable to 

diabatically-induced PV, which dominated near-surface intensification from 0000 UTC to 1600 UTC 26 

November (Fig. 2.11c). Near-surface 1-hourly height changes associated with the diabatically-induced PV 

were most negative at 1400 UTC 26 November, which was during the last hours of the 12-hour period of 



 

 

39 

most rapid deepening. At that time, the balanced flows from the inversion of the UPTROP and INT 

residual were responsible for CPVA of upper-tropospheric PV directly over the NV19 storm (Fig. 2.13a,b) 

while the balanced flow from the inversion of SFC induced CPVA well to the northwest (Fig. 2.13c). By 

this time, diabatic heating had generated a notable cyclonic mid-tropospheric PV anomaly due east of the 

surface cyclone. CPVA by the UPTROP and INT balanced flows was occurring to the east-southeast of 

the storm center (Fig. 2.13d,e). Advection of this mid-tropospheric PV by the balanced SFC winds was 

also occurring directly northeast of the storm (Fig. 2.13f). No appreciable advection of lower-boundary 

potential temperature by the UPTROP winds was occurring at this time (Fig. 2.13g). The balanced flow 

attributable to the INT resulted in lower-boundary CPVA to the southeast of the NV19 storm (Fig. 2.13h) 

while the SFC winds resulted in lower-boundary CPVA directly over the NV19 storm (Fig. 2.13i). Mutual 

cyclonic amplification throughout the column was ongoing at this time as CPVA induced by both 

UPTROP and INT was occurring in the upper-troposphere (Fig. 2.13a,b), CPVA induced by UPTROP, 

INT, and SFC was evident in the mid-troposphere (Fig. 2.13d-f) and CPVA induced by INT and SFC was 

ongoing in the lower-troposphere (Fig. 2.13h,i). 
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Fig. 2.13. (a) As in Fig. 2.12a except for 1400 UTC 26 November 2019. (b) As in Fig. 2.12b except 
for 1400 UTC 26 November 2019. (c) As in Fig. 2.12c except for 1400 UTC 26 November 2019. (d) 
As in Fig. 2.12d except for 1400 UTC 26 November 2019. (e) As in Fig. 2.12e except for 1400 UTC 
26 November 2019. (f) As in Fig. 2.12f except for 1400 UTC 26 November 2019. (g) As in Fig. 2.12g 
except for 1400 UTC 26 November 2019. (h) As in Fig. 2.12h except for 1400 UTC 26 November 
2019. (i) As in Fig. 2.12i except for 1400 UTC 26 November 2019. 

 

2.4.3.3. 2200 UTC 26 November 2019 
Upper-tropospheric PV anomalies dominated near-surface development directly following the 12-

hour most rapid deepening period of the NV19 storm (Fig. 2.11d). Near-surface 1-hourly height changes 

from the inversion of the UPTROP peaked at 2200 UTC 26 November, which was nearly coincident with 

the time at which the upper-level jet/front system was most intense (not shown). At this time, the winds 

associated with UPTROP and INT induced CPVA to the east and south of the NV19 storm, respectively 

(Fig. 2.14a,b). There was again no advection of upper-tropospheric PV by the SFC balanced flow near the 

storm at this time (Fig. 2.14c). Diabatically-induced PV anomalies in the mid-troposphere were weaker at 

this time, with mid-tropospheric CPVA from each piece of the perturbation flow occurring to the east of 

the storm center (Fig. 2.14d-f). Lower-boundary CPVA from the UPTROP and INT balanced flows was 

situated to the southeast of the NV19 storm center (Fig. 2.14g,h) with no substantial lower-boundary 

CPVA arising from the SFC balanced flow (Fig. 2.14i). Therefore, it appears that mutual cyclonic 

amplification was primarily occurring in the mid-troposphere (Fig. 2.14d-f) and upper-troposphere (Fig. 

2.14a,b) late in the development of the cyclone. 
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Fig. 2.14. (a) As in Fig. 2.13a except for 2200 UTC 26 November 2019. (b) As in Fig. 2.13b except 
for 2200 UTC 26 November 2019. (c) As in Fig. 2.13c except for 2200 UTC 26 November 2019. (d) 
As in Fig. 2.13d except for 2200 UTC 26 November 2019. (e) As in Fig. 2.13e except for 2200 UTC 
26 November 2019. (f) As in Fig. 2.13f except for 2200 UTC 26 November 2019. (g) As in Fig. 2.13g 
except for 2200 UTC 26 November 2019. (h) As in Fig. 2.13h except for 2200 UTC 26 November 
2019. (i) As in Fig. 2.13i except for 2200 UTC 26 November 2019. 

 

2.4.4. Summary 
The foregoing analysis reveals that the early propagation of the NV19 DRW was facilitated by 

column stretching tied to lower-tropospheric frontogenesis along the pre-existing baroclinic zone. This 

frontogenesis was predominantly forced by differential temperature advection associated with the 

UPTROP balanced flow at 1200 UTC 25 November, and then by the SFC balanced flow at 0000 UTC 26 

November 2019, at the start of DRW intensification. Analysis of the near-surface height changes suggests 

that the diabatically-induced INT PV was the most prominent contributor to near-surface height changes 

during the intensification of the NV19 storm. The upper-tropospheric/lower-stratospheric UPTROP PV 

contributed the most to near-surface height changes during the last 12 hours of storm intensification just 

prior to landfall. The lower-tropospheric SFC PV influenced near-surface height changes only very early 

in the development. Since the SFC PV isolates the effects of lower-boundary 𝜃 anomalies, which are 
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influenced by near-surface heat fluxes, the piecewise PV inversion presented here suggests that such 

fluxes exerted only a marginal influence on intensification of the NV19 storm.  

This suggestion is supported by consideration of ERA5 surface sensible heat data across a 10° × 10° 

box centered on the NV19 MSLP minimum throughout its evolution. Surface sensible heat flux anomalies 

are calculated with respect to two different time means: 1) from 1200 UTC 25 November to 0000 UTC 28 

November 2019, which captures the entire NV19 storm lifecycle, and 2) from 0000 UTC 01 November to 

2300 UTC 31 December 2019, the 2-month time mean. Employing the first time mean approach, surface 

sensible heat flux was anomalously negative throughout the majority of the NV19 storm evolution and 

was only positive between 0900 and 1600 UTC 26 November 2019 (Fig. 2.15). Using the 2-month time 

mean, anomalous surface sensible heat flux was negative throughout the entire NV19 lifecycle (Fig. 

2.15). Thus, the surface sensible heat flux was anomalously negative for at least a majority, or perhaps all, 

of the NV19 lifecycle. This marginal influence of both near-surface and surface heat fluxes is a notable 

difference from previous piecewise PV inversions of DRW explosive cyclogenesis events (Moore et al. 

2008; Rivière et al. 2010). The anomalously negative surface sensible heat flux also suggests that the 

Blob 2.0 MHW over the North Pacific (e.g. Amaya et al. 2020; Chen et al. 2021), which first peaked in 

November 2019, had minimal direct impact on heat flux into the NV19 storm. It is quite possible, 

however, that the Blob 2.0 MHW could have enhanced the background baroclinicity across the northeast 

Pacific basin through reduced but persistent surface heat flux as it reached peak intensity for the first time. 

Future work is needed to confirm or refute this suspicion. 
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Fig. 2.15. Surface sensible heat flux anomalies (𝑊	𝑚"&) from 1800 UTC 25 November to 0300 UTC 
27 November 2019 averaged across a 10° × 10°  box centered on the NV19 storm. Surface sensible 
heat flux anomaly relative to the NV19 storm time mean (1200 UTC 25 November to 0000 UTC 28 
November 2019) is contoured in solid orange with negative surface sensible heat flux anomaly 
represented by dashed contours. Surface sensible heat flux anomaly relative to the 2-month time 
mean (0000 UTC 01 November to 2300 UTC 31 December 2019) is contoured in solid brown with 
negative surface sensible heat flux anomaly represented by dashed contours. 

 

It is also suggested that mutual amplification between discrete pieces of perturbation PV progressed 

from the lower to the upper-troposphere as the NV19 storm experienced a 29-hour period of uninterrupted 

950 hPa height falls. This progression is visualized in schematic form in Fig. 2.16 with the colored 

illustrations representing each piece of the perturbation PV and similarly colored arrows indicating the 

strength and at which isobaric levels that piece of the perturbation PV contributed to mutual 

amplification.  

Early in the lifecycle, only the balanced flow from the INT PV contributed to amplification of another 

PV anomaly, namely the UPTROP PV (Fig. 2.16a). Therefore, mutual amplification was relatively absent. 

As the storm began its period of rapid intensification, mutual amplification became more pervasive as the 

balanced flow associated with the UPTROP PV amplified the INT PV anomaly, the balanced flow 

associated with the INT PV amplified both the UPTROP PV and SFC PV anomalies, and the balanced 

flow associated with the SFC PV served to amplify the INT PV anomaly (Fig. 2.16b). The mutual 
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amplification signal at this time was strongest from the SFC PV. Towards the end of the rapid deepening 

period, the balanced flow associated with the SFC PV continued to amplify the INT PV anomaly, but the 

predominant mutual amplification involved the INT PV and UPTROP PV acting throughout the column 

(Fig. 2.16c). At this later time, the mutual amplification signal was strongest in association with the mid- 

to upper-tropospheric PV anomalies. The strength of the INT PV mutual amplification escalated as the 

NV19 storm matured and the influence of the UPTROP PV mutual amplification progressively extended 

throughout the whole depth of the troposphere (Fig. 2.16). The absence of an initial upper-tropospheric 

cyclogenetic precursor, coupled with the upward march of dominant developmental processes, suggests 

that the NV19 storm underwent a bottom-up development like that of Lothar (Wernli et al. 2002). Also, 

the NV19 storm propagated in the direction of the lower-tropospheric diabatically-generated PV anomaly 

which was located to the east (Fig. 2.13d-f) and southeast (Fig. 2.14d-f) of the cyclone center, fitting with 

the DRW propagation mechanism explained in Tamarin and Kaspi (2016) but with an equatorward rather 

than a poleward track. 

 

 
Fig. 2.16. Schematic of mutual cyclonic amplification during the development of the November 2019 
Northeast Pacific bomb cyclone. Orange, pink, and blue shapes represent the positive perturbation 
potential vorticity (PV) of the SFC, INT, and UPTROP PV, respectively, throughout the 
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troposphere and lower stratosphere (see text for definition of SFC, INT, and UPTROP). Orange, 
pink, and blue arrows indicate the perturbation balanced flow of the SFC, INT, and UPTROP PV, 
respectively, which is resulting in mutual cyclonic amplification at a specific isobaric level. Size of 
arrow indicates relative strength of mutual cyclonic amplification. Yellow oval and “L” represents 
location of November 2019 Northeast Pacific bomb cyclone center. (a) Mutual cyclonic amplification 
valid at 2100 UTC 25 November 2019. (b) Mutual cyclonic amplification valid at 1400 UTC 26 
November 2019. (c) Mutual cyclonic amplification valid at 2200 UTC 26 November 2019. 

 

2.5. Conclusions and Discussion 
Piecewise PV inversion of an extratropical cyclone in late November 2019 reveals a case of explosive 

DRW development that was predominantly a function of the influence of diabatic generation of PV 

associated with latent heat release. Only the late stages of cyclogenesis were dominated by upper-

tropospheric and lower-stratospheric PV associated with an upper-level jet/front system. Analysis of the 

piecewise frontogenesis, the 1-hourly height changes at the location of the 950 hPa vorticity maximum, 

and mutual cyclonic amplification between perturbation PV anomalies in different layers of the 

troposphere suggest that the NV19 storm followed a bottom-up development similar to that described by 

Wernli et al. (2002) in association with Lothar. The current study is, to the authors’ knowledge, unique in 

that it interrogates the nature of an explosive DRW development over a cold ocean surface. 

Specific findings from the case study include: 

1) The development of the NV19 storm was unusual in several ways; the storm track was notably out 

of phase with other EC events in the northeast Pacific Ocean and the typical DRW propagation 

direction, the deepening rate ranked higher than the 90th percentile in two separate climatologies, 

and the maximum deepening location of this storm occurred further east than any other EC event 

over the northeast Pacific Ocean in a non-consecutive 30-year period.  

2) Piecewise frontogenesis analysis, or frontogenesis calculated using the balanced flows from the full 

column perturbation PV and the three partitioned pieces of the perturbation PV, reveals that 

frontogenesis along the baroclinic zone stretching across the northeast Pacific Ocean was 

predominantly a function of balanced winds associated with the UPTROP PV prior to NV19 storm 

formation and then almost entirely a function of balanced winds associated with the SFC PV as the 
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storm formed and began to strengthen. Thus, the dominant forcing for the lower-tropospheric 

frontogenesis that mobilized the DRW was transferred from the upper-troposphere prior to initial 

cyclogenesis to the surface layer once more substantial development had begun. 

3) Height falls associated with lower-tropospheric PV dominated in the very early stages of 

cyclogenesis via the northward transport of high 𝜃	(𝜃!) air along the cold front of a cutoff cyclone 

situated to the west of an expansive anticyclone. There was no signal of mutual cyclonic 

amplification between perturbation PV anomalies throughout the troposphere during this initial 

formation as the lower-tropospheric DRW formed. 

4) Diabatic generation and rearrangement of PV throughout the depth of the troposphere dominated 

near-surface height falls over the subsequent 16-hour period. These diabatic feedbacks were in 

response to vigorous lower-tropospheric frontogenesis which was situated along the warm front of 

the NV19 storm. The diabatic feedbacks conspired to force mutual cyclonic amplification of 

perturbation PV anomalies notably extending throughout the depth of the troposphere. This period 

encompassed the entire 12-hour maximum deepening period during which the storm deepened 34 

hPa as it moved southeastward. 

5) The final period of development was dominated by upper-tropospheric PV associated with an 

intense upper-level jet/front system which focused vigorous CVA by the thermal wind directly over 

the surface cyclone as it approached the coast. Mutual cyclonic amplification was primarily 

occurring between perturbation PV anomalies in the mid- and upper-troposphere during this final 

period of deepening. 

6) The direct effects of near-surface heat fluxes, which are indirectly included in the SFC PV by its 

definition, were quite unimportant to storm intensification in this case of explosive DRW 

cyclogenesis. In fact, in contrast to previous piecewise PV inversion studies on rapidly deepening 

DRWs (Moore et al. 2008; Rivière et al. 2010), the SFC PV was the least important forcing for 950 

hPa height falls after the very initial stages of cyclogenesis. This result suggests that explosive 
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DRW developments over a cold ocean rely either on different circumstances or a different 

sequencing of forcings than explosive DRWs that develop over a warm ocean. 

Like Lothar, the NV19 storm featured a bottom-up rapid intensification of a DRW dependent upon 

diabatic generation of lower-tropospheric PV to spawn a potent surface cyclone. DRW bottom-up rapid 

developments resemble the type-C cyclogenesis events described in Plant et al. (2003) wherein cyclone 

intensification is driven by latent heat release, with the addition of strong lower-tropospheric baroclinicity 

(Boettcher and Wernli 2013; Tamarin and Kaspi 2016). Despite several similarities, the NV19 storm did 

not follow the same developmental sequence as Lothar. Wernli et al. (2002) showed that the circulation 

attributable to the lower-tropospheric PV anomaly of Lothar, which was produced via intense latent 

heating, was substantial enough to extend to the jet level and aid in the formation of an upper-

tropospheric PV anomaly which then further intensified the low-level PV anomaly through PV 

superposition (Davis and Emanuel 1991; Morgan and Nielsen-Gammon 1998). Though the preceding 

analysis does not consider the problem directly, it appears that both the lower- and upper-tropospheric PV 

anomalies associated with the lower-tropospheric DRW vortex and upper-level jet/front system, 

respectively, initially intensified independently of one another. Additionally, it does not appear that the 

lower-tropospheric PV anomaly forced the development of the upper-tropospheric PV anomaly, as was 

the case with Lothar, despite appearing to follow a similar bottom-up development. 

Systematic investigation of whether, and to what degree, the simultaneously strengthening lower-

tropospheric DRW vortex and upper-level jet/front system had notable influences on one another during 

the NV19 development is a topic for future work. Specific analysis will focus on whether the circulation 

associated with the lower-tropospheric DRW vortex contributed to a mobilization of the “Shapiro effect” 

(Rotunno et al. 1994) thereby instigating the development of the upper-level jet/front system when the 

two features superposed. This proposition will be explored using piecewise PV inversion in a 

forthcoming, complimentary study on this unusual cyclogenesis event. 
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POSTSCRIPT 

 As the current study neared completion, a DRW over the northeastern Pacific Ocean underwent 

explosive cyclogenesis from 1200 UTC 18 November to 0000 UTC 20 November 2024. This event 

displayed striking dynamical similarities to the event presented in this paper, including a similar structural 

evolution and very rapid intensification. At 1200 UTC 18 November, the cyclone developed along a 

zonally-oriented baroclinic zone which bisected an anticyclone over the northeast Pacific and was initially 

driven by lower-tropospheric latent heat release. By 0000 UTC 19 November, an upper-tropospheric 

shortwave had moved into close proximity to the DRW and focused substantial CVA by the thermal wind 

(Sutcliffe 1947) over the cyclone center. In the subsequent 24 hours, the cyclone deepened an additional 

66 hPa, including a 26 hPa pressure fall between 1200 UTC and 1800 UTC 19 November, matching the 

maximum 6-hour deepening rate accomplished by the Braer storm. The result was an impressive 945 hPa 

cyclone situated off the Washington, USA and British Columbia coastline. 

 Both the NV19 storm and this recent event originated as innocuous-looking warm frontal waves, 

perhaps both as DRWs. Intense and geographically restricted lower-tropospheric frontogenesis produced 

heavy precipitation which, in turn, generated lower-tropospheric positive PV anomalies along the front. 

These anomalies orchestrated a period of modest growth before both cyclones were overtaken by potent 

tropopause-level disturbances which facilitated ascent and the stretching of vorticity-rich air that drove 

the rapid cyclogenesis. 

 Further investigation of this extraordinary storm is ongoing with the goal of determining the 

physical importance of the similarities that appear to characterize these two extreme events.  
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3. The Development and Influence of an Upper-
Level Jet/Front on Rapid Cyclogenesis 

 
 

3.1. Introduction 
The analysis presented in Chapter 2 describes the lifecycle of a record-setting extratropical 

cyclogenesis event that occurred over the northeast Pacific Ocean in late November 2019 from a 

piecewise potential vorticity (PV) perspective. It was shown that the cyclone of interest began as a 

diabatic Rossby wave (DRW) mobilized by localized lower-tropospheric frontogenesis along a pre-

existing baroclinic zone. After a period of eastward propagation characterized by little surface 

development, the cyclone began an extended period of rapid development upon becoming favorably 

aligned with an intensifying upper-level jet/front system (ULJF) that developed in north-northwesterly 

flow over the Gulf of Alaska. The analysis in Chapter 2 found that development followed a bottom-up 

sequencing by which near-surface PV dominated initial cyclogenesis, diabatically-induced PV controlled 

a prolonged interval of subsequent intensification, and upper-tropospheric PV dominated the final period 

of development. 

 The existence of upper-tropospheric frontal structures that are essentially independent of the 

surface frontal zones described by the Norwegian Cyclone Model (Bjerknes and Solberg 1922) has been 

known for some time (e.g. Reed and Sanders 1953; Newton 1954; Reed 1955; Reed and Danielsen 1958). 

These pioneering studies hypothesized that differential vertical motion, with subsidence preferentially on 

the warm side of an upper-level baroclinic zone, was responsible for tilting both vertical shear and 

vertical potential temperature gradients into the horizontal. The result of such differential subsidence was 

a local increase in baroclinicity, an increase in absolute vorticity, and a downward penetration of 

stratospheric potential vorticity (PV). These are the essential structural elements of what have come to be 

known as upper-level jet/front (ULJF) systems by virtue of the frontal zone’s connection to the 

tropopause-level jet stream (Shapiro 1981). Though the development of ULJFs has been directly indicted 

as a predecessor to lower-tropospheric cyclogenesis via its connection to the emergence of the associated 
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mid-tropospheric wave and attendant vorticity maxima, the direct role, via CVA by the thermal wind, of a 

developing ULJF on surface cyclogenesis has not been as closely examined. 

At its core, lower-tropospheric cyclogenesis depends on the evacuation of mass from an 

atmospheric column which compels near-surface convergence and an associated spin-up of cyclonic 

vorticity. Thus, a non-uniform distribution of synoptic-scale vertical motion is necessary to instigate 

cyclogenesis. In one of the earliest dynamical treatments of the subject, Sutcliffe (1947) identified thermal 

wind advection of geostrophic vorticity as a primary forcing for the production of the requisite mid-

latitude vertical motions. Subsequent investigations (e.g. Trenberth 1978; Hoskins et al. 1978; Martin 

1998) have reiterated this fundamental insight in a variety of alternative forms. It is the primacy of CVA 

by the thermal wind in forcing mid-latitude ascent that vests ULJF development with such potency with 

respect to lower-tropospheric cyclogenesis.  

ULJF development preferentially occurs in the presence of geostrophic cold air advection in 

cyclonic shear (Keyser and Shapiro 1986), a synoptic circumstance that mobilizes what Rotunno et al. 

(1994) called the “Shapiro effect” – the production of a transverse secondary ageostrophic circulation that 

encourages subsidence on the warm side of the developing ULJF. In a recent examination of ULJF 

development, Martin (2014) showed that tilting forced by geostrophic cold air advection in cyclonic shear 

is physically identical to geostrophic shear vorticity advection by the thermal wind and that this form of 

shearwise w is the predominant source of frontogenetic tilting in the ULJF environment. Since tilting 

increases both the horizontal temperature gradient and the vertical vorticity along a quasi-2D frontal zone 

of finite length, the downshear end of that ULJF stands to experience a continual increase in CVA by the 

thermal wind throughout the ULJF development period. The increasing CVA by the thermal wind, in turn, 

encourages more robust ascent, enhanced mass evacuation and intensified lower-tropospheric 

cyclogenesis – also on the downshear end of the ULJF. 

Though identified as a prominent feature in the lifecycle of the NV19 storm, the development of 

the ULJF, and the piecewise contributions to that development, were not included in Chapter 2. Prior 

work has examined the interaction between DRWs and upper-tropospheric troughs (e.g. Wernli et al. 
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2002; Moore et al. 2008; Rivière et al. 2010; Boettcher and Wernli 2011, 2013; McKenzie 2014; Tamarin 

and Kaspi 2016; Zhang and Wang 2018), as well as the interaction of discrete upper- and lower-

tropospheric circulation and thermal anomalies on the development of an ULJF within the context of an 

explosive cyclogenesis event (Huo et al. 1999; Boettcher and Wernli 2013; Fu et al. 2014; Heo et al. 

2015). The novelty of the current study is that we first isolate the circulation and thermal anomalies 

attributable to discrete pieces of the PV associated with distinct physical processes. We then assess the 

contribution of these anomalies on the development of an ULJF within the context of a rapid cyclogenesis 

event involving the interaction between a DRW and an upper-tropospheric trough. 

 The present Chapter examines aspects of both the influence of the ULJF system on the 

developmental life cycle of the November 2019 storm as well as the influences of the various pieces of 

the perturbation PV field (e.g., their balanced flow and thermal anomalies) on the development of the 

influential ULJF that characterized this case. The presentation begins in Section 3.2 with a short 

description of the data and the piecewise PV inversion method employed here. Section 3.3 provides a 

short synoptic description of the event emphasizing the role of the ULJF on the cyclogenesis. After 

establishing its substantial influence, Section 3.4 presents a quasi-geostrophic omega-based analysis of 

the ULJF development utilizing the kinematic and thermal anomaly fields derived from the piecewise PV 

inversion analysis of Chapter 2. Conclusions and suggestions for further analysis are offered in Section 

3.5. 

3.2. Data and Methods 

3.2.1. Dataset 
 Wind speed and direction, temperature, geopotential height, relative humidity, and MSLP data for 

the NV19 storm were extracted on a limited area domain extending from 10°N to 75°N and 180° to 90°W 

from the hourly ECMWF reanalysis version 5 (ERA5; Hersbach et al. 2020) data set obtained from the 

Copernicus Climate Data Store. The analysis employs this hourly ERA5 data at 1-hour intervals from 

0000 UTC 1 November to 2300 UTC 31 December 2019 with horizontal grid spacing of 0.25° x 0.25° 
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and 19 vertical levels from 1000 hPa to 100 hPa at 50 hPa intervals. ERA5 data were then regridded to a 

grid spacing of 1.0° × 1.0° as coarse data with smooth gradients is more amenable to the PV inversion 

process (Hoskins et al. 1985) as well as the calculation of QG-omega (Martin 1999). 

3.2.2. Piecewise PV inversion 
 Ertel (1942) expressed the potential vorticity, first formulated by Rossby (1940) as  

𝐸𝑃𝑉 =	−𝑔(𝜁" + 𝑓)
𝜕𝜃
𝜕𝑝
, 

where g is gravitational acceleration, 𝜁" is the isentropic relative vorticity,  f is the planetary vorticity, 

− #"
#$

 is a measure of the static stability, and EPV stands for Ertel PV. EPV is conserved for adiabatic, 

inviscid flow. Information about the flow associated with a distribution of EPV can be extracted through 

the process of PV inversion (Hoskins et al. 1985; Davis and Emanuel 1991). Details about the PV 

inversion method used in this study are described in depth in Chapter 2 and will not be repeated here in 

the interests of brevity. 

 In order that the PV inversion operation be accurately described as “piecewise”, discrete pieces of 

the PV must be identified and inverted separately. The present work, derived as it is from the study of 

Chapter 2, follows a modified version of the piecewise partitioning described in Davis (1992), Korner and 

Martin (2000), and Winters and Martin (2017) which employ both isobaric and relative humidity criteria. 

The details of the scheme are described in Chapter 2 and result in three pieces of the perturbation PV; 

UPTROP (for the upper tropospheric PV, PV in unsaturated air in the 650 to 150 hPa layer), INT (for the 

diabatically-generated PV, PV in saturated air in the 950 to 150 hPa layer), and SFC (for the “surface” PV, 

PV in unsaturated air in the 950 to 700 hPa layer including perturbation q on the bottom boundary of the 

domain). Finally, as in Chapter 2, inversion of the INT PV is not performed and geopotential and 

streamfunction anomalies associated with that piece of the total perturbation PV are calculated as 

differences between the full inversion values of each variable and the sum of the SFC and UPTROP 

values of each variable. 
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3.2.3. Quasi-geostrophic omega diagnostics 
Gridded analyses from the piecewise PV inversion analysis, derived from the ERA5 dataset, are 

used in the calculation of quasi-geostrophic (QG) omega. These analyses were first bilinearly interpolated 

from their original output grids to a 1.0° × 1.0° latitude/longitude grid at 19 isobaric levels from 1000 to 

100 hPa at 50 hPa increments using an interpolation program included in the General Meteorological 

Package (GEMPAK). The grid-point height and temperature data were then subjected to a Gaussian 

smoother that eliminates roughly two-thirds of the energy at wavelengths < 660 km, yielding results 

similar to those achieved using the cowbell filter described by Barnes et al. (1996) for use in QG 

diagnostics with mesoscale models. Employing the technique of successive over-relaxation (SOR), the f-

plane version of the Q-vector form of the QG-omega equation (Eq. (9) is solved using a spatially-

averaged static stability that varies for each time with fo set equal to the central latitude of the domain. 

Though calculations are made for each of the five species of QG-omega presented in Martin (2014)1, the 

subsequent analyses focus only on the total QG-omega and conforms to solutions of (9) 

𝜎 n∇% +
𝑓B
%

𝜎
𝜕%

𝜕𝑝%
p𝜔 = −2∇ ∙ 𝑄>⃗  

(9) 

 

where 𝑄>⃗  is given by 𝑄>⃗ = − 3
$
�U
#CDD⃗"
#F
∙ ∇𝑇X 𝚤,̂ U

#CDD⃗"
#G
∙ ∇𝑇X 𝚥̂�. The piecewise PV inversion analysis of Chapter 

2 isolated a mean PV, upper-tropospheric PV (UPTROP), a diabatically-generated PV (INT), and a near-

surface PV which included boundary temperature anomalies (SFC). The sum of UPTROP, INT and SFC 

represented the FULL perturbation PV and inverting that for the balanced streamfunction and 

geopotential height fields returns what is referred to as the perturbation inversion. Adding the mean PV to 

the full perturbation PV and inverting that sum will be referred to as the total inversion. Inversion of each 

of these 4 pieces returned associated streamfunction and geopotential height fields, labeled Fm (ym), 

Fuptrop (yuptrop), Fint (yint), and Fsfc (ysfc), respectively.  Since the geostrophic wind is defined as 

 
1 These species include wn and ws, those QG w fields derived from divergences of the across- and along-isentrope 
components of Q, respectively.  Calculations are also made of wcurv and wshear, those QG w fields derived from 
consideration of curvature and shear vorticity advections by the thermal wind, respectively. 
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𝑉>⃗H = −
1
𝑓B
(𝑘� × ∇𝜙), (10) 

 

the geostrophic wind associated with each piece of the PV is returned by substituting the appropriate 

geopotential height field into (10). Similarly, the perturbation temperature associated with each discrete 

piece of geopotential can be determined via the hydrostatic relationship 

𝜕𝜙I

𝜕𝑝
=
−𝑅𝑇I

𝑝
, 

where 𝜙I and 𝑇I are the f and T associated with each of the four pieces of the total PV distribution 

defined earlier. The geostrophic wind and temperature anomalies associated with each piece of the total 

PV can be substituted into various expressions for the components of Q in (9) to calculate Q-vectors 

arising from interactions between the geostrophic wind associated with one piece of the PV and the 

thermal field associated with any other piece of the PV. 

 The total QG-omega can thus be partitioned into 16 distinct pieces (schematically illustrated in 

Fig. 3.1), each of which arises from forcing terms derived from the geostrophic winds and thermal fields 

associated with discrete portions of the total PV field as defined in the inversion process. A similar 

partitioning of the total QG-omega was used in Winters et al. (2020) to examine the production of vertical 

motions in the vicinity of jet superposition events. In subsequent portions of this analysis, the QG-omega 

associated with forcing derived from the UPTROP winds and the UPTROP thermal anomaly will, as 

illustrated in Fig. 3.1, be denoted as wuu where the first subscript refers to the piece of the total PV from 

which the geostrophic winds in the associated forcing term originate (UPTROP) while the second points 

to the piece from which the thermal field derives (UPTROP).  
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Fig. 3.1. Matrix illustrating the 16 separate QG-𝜔 calculations resulting from combining each of the 
4 wind components from the inversion with each of the 4 thermal components. Convention for each 
QG-𝜔 species is that the 1st subscript refers to the geostrophic wind that was used and the 2nd 
subscript to the thermal component used to calculate the given QG-𝜔. 

 

3.3. Synoptic Description 
By 0000 UTC 26 November a weak surface cyclone had emerged along the warm front of a weak 

stationary cyclone south of the Aleutian Islands (Fig. 3.2a). This new storm bisected a sprawling 

anticyclone that dominated the eastern north Pacific basin at this time. Upstream over the Bering Sea, a 

robust cyclone was still developing (not shown) and had a deep warm frontal zone that draped over 

western Alaska at this time, as evidenced by the notable 300:700 hPa thickness gradient there (Fig. 3.2b). 

An especially strong region of horizontal thermal contrast characterized a zonally-oriented baroclinic 

zone stretching eastward from southeast of Kodiak Island, AK to the Queen Charlotte Islands of British 

Columbia. A modest geostrophic vorticity maxima of ~12 x 10-5 s-1 was embedded within the associated 

strong vertical shear denting the 500 hPa ridge crest in the Gulf of Alaska (Fig. 3.2b). The associated 500 

hPa geostrophic vorticity maximum was located too far upstream of the nascent surface cyclone to 
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contribute substantially to its development at this time as QG-omega attributable to cyclonic vorticity 

advection (CVA) by the thermal wind (Sutcliffe 1947) – hereafter referred to as Sutcliffe omega2 – 

associated with that feature was maximized well north of the surface cyclone (Fig. 3.2c). However, 

negative Sutcliffe omega at 700 hPa was located to the east of the cyclone center suggesting that CVA by 

the thermal wind in the lower troposphere was contributing to the storm’s eastward propagation, 

consistent with its designation as a diabatic Rossby wave in the analysis of Chapter 2. A vertical cross-

section through the Sutcliffe omega maxima at both levels (Fig. 3.2d) emphasizes that, at this time, the 

Sutcliffe omega was vertically disjointed. 

 

 

 
2 “Sutcliffe omega” (𝜔"#$)	refers to solution to the following form of the QG 𝜔 equation; 

𝜎%∇% +
𝑓&%

𝜎
𝜕%

𝜕𝑝%+𝜔"#$ = 2[𝑓&
𝜕𝑉0⃗'
𝜕𝑝 ∙ ∇3𝜁' + 𝑓5] 
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Fig. 3.2. (a) Sea level pressure and frontal locations valid at 0000 UTC 26 November 2019. Solid, 
blue lines are sea level pressure contoured every 4 hPa starting at 1000 hPa. Thick red line indicates 
surface warm front and thick blue line indicates surface cold front. Position of the sea level pressure 
minimum associated with the bomb cyclone denoted as a black “L”. (b) 500 hPa geopotential heights, 
500 hPa geostrophic relative vorticity, 300:700 hPa thickness, and 500 hPa cyclonic vorticity 
advection (CVA) by the 300:700 hPa thermal wind. Solid, black lines are 500 hPa geopotential 
heights contoured every 6 dm starting at 540 dm. Dashed, red lines are 300:700 hPa thickness 
contoured every 4.5 dm starting at 603 dm. Solid, blue lines are 500 hPa geostrophic relative 
vorticity contoured every 4 × 10"# s-1 starting at 8 × 10"# s-1. Gray shading is magnitude of the 
300:700 hPa thickness gradient shaded every 10 × 10"# m m-1 starting at 40 × 10"# m m-1. (c) Blue 
lines are negative 500 hPa QG-omega attributable to CVA by the 300:700 hPa thermal wind 
(“Sutcliffe omega”) contoured every -1 dPa s-1.  Red lines are negative 700 hPa Sutcliffe omega 
contoured every +1 dPa s-1. Black “L” as in (a). (d) Cross section of negative Sutcliffe omega taken 
along A-A’ in (c) contoured every -1 dPa s-1. Red “X” indicates Sutcliffe omega maximum at 700 hPa 
and blue “X” indicates Sutcliffe omega maximum at 500 hPa. 

 

 Six hours later, the surface cyclone had marginally deepened (Fig. 3.3a) as the upper-level short 

wave encroached from the northwest (Fig. 3.3b). The mid-tropospheric baroclinicity associated with the 

warm front of the Bering Sea cyclone had modestly intensified by this time with more acute 

intensification nearer to the shortwave axis upstream of the surface cyclone (Fig. 3.3b). The 500 hPa 

geostrophic vorticity had assumed a more linear, northwest to southeast orientation by this time (Fig. 

3.3b) with a particularly intense, quasi-isotropic feature at its southeastern terminus. This more 

concentrated upper-tropospheric feature was associated with intensified 500 hPa Sutcliffe omega that was 

still to the north of the developing cyclone and too far removed to have a substantial impact on surface 

development at this time (Fig. 3.3c). Instead, the 700 hPa Sutcliffe omega was nearly collocated with the 

developing surface cyclone (Fig. 3.3c). A vertical cross-section through these two omega minima shows 

that the vertical disjuncture evident at 0000 UTC still characterized the development environment at this 

time (Fig. 3.3d). 
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Fig. 3.3. (a) As in Fig. 3.2a but for 0600 UTC 26 November 2019. (b) As in Fig. 3.2b but for 0600 
UTC 26 November 2019. (c) As in Fig. 3.2c but for 0600 UTC 26 November 2019. (d) As in Fig. 
3.2d but for 0600 UTC 26 November 2019. 

 

 In the ensuing six hours rapid surface development began as the sea-level pressure minima of the 

surface cyclone dropped 12 hPa to 1004 hPa (Fig. 3.4a). Simultaneously, the 500 hPa shortwave 

developed much stronger geostrophic vorticity at the southeastern end of a now contiguous vortex strip 

more perfectly positioned to support continued rapid development via CVA by the thermal wind (Fig. 

3.4b).  This stronger, more linear vortex structure was accompanied by even stronger mid-tropospheric 

baroclinicity than before, indicating that a potent upper-level jet front system (ULJF) had emerged in the 

north-northwesterly flow by this time. The combination of stronger baroclinicity coincident with a 

stronger geostrophic vorticity gradient resulted in stronger 500 hPa Sutcliffe omega now located just 
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about directly over the surface cyclone (Fig. 3.4c). The originally separate Sutcliffe ascent maxima at 

prior times were now nearly vertically juxtaposed (Fig. 3.4c,d) and much stronger than 12 hours before, 

resulting in a large, tropospheric-deep column of synoptic-scale ascent and subsequent surface 

cyclogenesis. 

 

 

Fig. 3.4. (a) As in Fig. 3.3a but for 1200 UTC 26 November 2019. (b) As in Fig. 3.3b but for 1200 
UTC 26 November 2019. (c) As in Fig. 3.3c but for 1200 UTC 26 November 2019. (d) As in Fig. 
3.3d but for 1200 UTC 26 November 2019. 

 

 In the six hour period ending at 1800 UTC 26 November, the sea-level pressure minimum of the 

cyclone dropped 20 hPa to 984 hPa (Fig. 3.5a). The storm maintained a favorable orientation relative to 

the intensifying ULJF, which had developed a bulbous, isotropic nose at its southeastward extremity, that 

encouraged continued rapid development (Fig. 3.5b). By this time, the mid-tropospheric baroclinicity 
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associated with the ULJF had greatly intensified and the feature now stretched nearly 2000 km across the 

eastern Gulf of Alaska. The 500 and 700 hPa Sutcliffe ascent maxima were almost perfectly coincident in 

the vertical at this time and located nearly directly above the SLP minima (Fig. 3.5c). A vertical cross-

section through the ascent maxima emphasizes this coincidence and also illustrates the greater intensity of 

the QG-omega in the face of both the increased thermal wind and the increased vorticity gradient 

associated with the continued development of the ULJF (Fig. 3.5d). 

 

 

Fig. 3.5. (a) As in Fig. 3.4a but for 1800 UTC 26 November 2019. (b) As in Fig. 3.4b but for 
1800 UTC 26 November 2019. (c) As in Fig. 3.4c but for 1800 UTC 26 November 2019. (d) As 
in Fig. 3.4d but for 1800 UTC 26 November 2019. 
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 An additional 12 hPa of central pressure fall occurred by 0000 UTC 27 November (Fig. 3.6a) by 

which time the cyclone was just off the coast of the California-Oregon border driving record wave heights 

and establishing SLP minimum records for the states of California and Oregon (Chapter 2). The storm 

was located at the base of a tropospheric-deep column of cyclonic geostrophic vorticity, the upper portion 

of which was contributed by the robust ULJF that had intensified and lengthened in the intervening 6 

hours (Fig. 3.6b). Finally, the 500 and 700 hPa Sutcliffe ascent maxima were perfectly coincident and 

located just east of the surface cyclone center (Fig. 3.6c). A vertical cross-section through the ascent 

maxima at this time (Fig. 3.6d) emphasizes this cyclogenetic vertical phasing and suggests a vertical 

migration of the maximum ascent to higher elevation consistent with the greater influence of upper-levels 

in the development late in the life cycle as suggested by the analysis of Chapter 2. 
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Fig. 3.6. (a) As in Fig. 3.5a but for 0000 UTC 27 November 2019. (b) As in Fig. 3.5b but for 0000 
UTC 27 November 2019. (c) As in Fig. 3.5c but for 0000 UTC 27 November 2019. (d) As in Fig. 
3.5d but for 0000 UTC 27 November 2019. 

 

3.4. Analysis 
An ULJF, like all other frontal structures, must be characterized by a local maxima in horizontal 

baroclinicity, a local maxima in cyclonic geostrophic vorticity, and high static stability. Given that fronts 

are quasi-linear features, in order to qualify as a frontal feature, the associated geostrophic vorticity 

maxima should also be notably anisotropic as well. ULJFs are important elements of a cyclogenetic 

environment as a consequence of their being characterized by large vorticity and large thermal contrast, a 

combination capable of providing robust forcing for vertical motion in the form of CVA by the thermal 

wind (Sutcliffe 1947; Martin 2006). As an individual ULJF progresses through its lifecycle, the vorticity 

and thermal structures evolve sometimes dramatically via vertical tilting. Tilting of originally 

horizontally-oriented isentropes into a more vertical orientation is known as tilting frontogenesis and can 

be quantified by 

ℱ=9J= =
𝜕𝑤
𝜕𝑛

𝜕𝜃
𝜕𝑝

 

where 𝑛� is the natural coordinate direction pointing into the cold air (i.e. 𝑛� = − ∇"
|∇"|

 ).  Tilting can also 

impact the geostrophic vertical vorticity via 

𝐺𝑒𝑜𝑉𝑜𝑟𝑡=9J= = 𝑘� ∙ n
𝜕𝑉>⃗H
𝜕𝑝

× ∇𝜔p, 
(11) 

 

where 𝜔 is the vertical motion, 8$
8=

. And, since #C
DD⃗"
#$

= −𝛾�𝑘� × ∇𝜃�, the prior expression can be written as 

																																	𝐺𝑒𝑜𝑉𝑜𝑟𝑡=9J= = 𝛾 U
𝜕𝜃
𝜕𝑥
𝜕𝜔
𝜕𝑥

+
𝜕𝜃
𝜕𝑦
𝜕𝜔
𝜕𝑦X

= 𝛾(∇𝜃 ∙ ∇𝜔) 
(12) 

 

where 𝛾 = 3
M$#

h$#
$
i
N$ N%O

 as in Eliassen (1962). To the extent that w can be partitioned, so too can the 

tilting frontogenesis (11) as well as the geostrophic vorticity production via tilting (12). 
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 Fig. 3.7 shows 500 hPa geostrophic vorticity along with 300:700 hPa thickness at 5 different 

times during the evolution of the NV19 storm. It is clear, especially at the last four of these times (Fig. 

3.7b,c,d, and e), that the geostrophic vorticity maxima was unambiguously linear and at least partly 

coincident with the local maxima in thermal contrast. To be proven shortly, the coincident vorticity and 

thermal gradient maxima were also regions of high static stability at these four times. Thus, the 

subsequent analysis will examine aspects of the structure and dynamics of the ULJF at 0600, 1200, and 

1800 UTC 26 November as well as at 0000 UTC 27 November 2019. 
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Fig. 3.7. Evolution of the 500 hPa geostrophic relative vorticity and the 300:700 hPa thickness fields 
during the evolution of the November 2019 northeast Pacific bomb cyclone. Solid, blue lines are 500 
hPa geostrophic relative vorticity contoured every 4 × 10"# s-1 starting at 8 × 10"# s-1. Solid, black 
lines are 300:700 hPa thickness in dm contoured every 6 dm starting at 540 dm. Gray shading is the 
magnitude of the 300:700 hPa thickness gradient contoured every 10 × 10"# m m-1 starting at 
40 × 10"# m m-1. Position of the sea level pressure minimum associated with the bomb cyclone 
denoted as a black “L”. (a) 500 hPa geostrophic relative vorticity and magnitude of the 300:700 hPa 
thickness gradient fields valid at 0000 UTC 26 November 2019. (b) As in (a) but valid for 0600 UTC 
26 November 2019. (c) As in (b) but valid for 1200 UTC 26 November 2019. (d) As in (c) but valid 
for 1800 UTC 26 November 2019. (e) As in (d) but valid for 0000 UTC 27 November 2019. 
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3.4.1. 0600 UTC 26 November 2019 
The ULJF was just beginning to emerge in the northwesterly flow over the central Gulf of Alaska 

at this time. A vertical cross-section along A-A’ (in Fig. 3.7b) indicated a robust baroclinic zone emerging 

from the upper-troposphere coincident with a fold in the dynamic tropopause (1.5 PVU isertel) at this 

time (Fig. 3.8a). Also shown in Fig. 3.8a is the QG-𝜔 from the total inversion. The associated tilting 

frontogenesis (Fig. 3.8b) was only modestly frontogenetical at this time. The same vertical motion 

distribution also contributed to a tendency for geostrophic vorticity increase via tilting in exactly the same 

location (Fig. 3.8c). Since both the horizontal baroclinicity and the geostrophic relative vorticity were 

increasing via tilting, it follows that the cyclogenetic potency of the ULJF was also increasing at this time. 
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Fig. 3.8. Cross section taken along A-A’ in Fig. 3.7b of the upper-level jet front system at 0600 UTC 
26 November 2019. (a) Solid, red lines are isentropes in K plotted every 3 K starting at 300 K. Gray 
colorfill represents the total 𝜔 from the piecewise PV inversion with dark, solid gray indicating 
positive 𝜔 contoured every 1 dPa s-1 and light, dashed gray indicating negative 𝜔 contoured every -1 
dPa s-1. Dynamic tropopause, denoted by the 1.5 PV isertel, contoured in blue. (b) Tilting 
frontogenesis associated with the total 𝜔 as in (a) contoured in solid blue every 2.5 x 10-10 K m-1 s-1 
starting at 2.5 x 10-10 K m-1 s-1. Thin gray lines are isentropes as in (a). Thick gray line is the 
dynamic tropopause as in (a). (c) Geostrophic vorticity tendency via tilting associated with the total 
𝜔 as in (a) contoured in solid red every 2.5 x 10-10 K m-1 s-1 starting at 2.5 x 10-10 K m-1 s-1. Thin 
gray lines as in (b). Thick gray line as in (b). 

 
 The total tilting frontogenesis (Fig. 3.8b) can be further partitioned into contributions associated 

with the geostrophic flow and thermal perturbations attributable to the discrete PV anomalies considered 

in the piecewise PV inversion. Individual contributions to the tilting frontogenesis are made by 16 types 

of the QG-w, each resulting from the interaction of one category of geostrophic winds with one of the 

four categories of thermal distributions that constitute the piecewise PV inversion results (see Fig. 3.1 and 

accompanying text). Careful analysis of the distribution of each tilting contribution in both the horizontal 

and in the vertical along selected vertical cross-sections (to be shown presently) underlies the selection of 

the results presented here. Though some minor details differ among the four object times, a first-order 

dynamical similarity underlies the forcing for tilting frontogenesis throughout the life cycle of this ULJF. 

Each of the QG-w terms not mentioned in the following subsections were either small in magnitude or 

counteracted the positive contributions to both tilting frontogenesis and vorticity generation via tilting 

from the different QG-w terms considered below. 

It is apparent that the largest such contribution at 0600 UTC 26 November was made by the QG-

omega forced by the combination of the UPTROP winds acting on the mean and UPTROP perturbation 

temperature fields (i.e., the sum of wum and wuu) (Fig. 3.9a). The mean winds acting on the mean 

temperature field (i.e. wmm) also contributed to the total tilting frontogenesis (Fig. 3.9b). A slightly larger 

contribution was made by the QG-omega arising from the interaction of the INT winds with the mean 

thermal field (Fig. 3.9c). Not surprisingly, a similar partition of forcing characterizes the generation of 

geostrophic vorticity via tilting as shown in Fig. 3.10. The largest contribution to the total tilting vorticity 
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tendency (shown in Fig. 3.8c) was provided by the UPTROP winds acting on the mean and UPTROP 

thermal fields (Fig. 3.10a) followed by the contribution made by wmm (Fig. 3.10b). The smallest 

contribution was made by the QG-omega arising from the interaction of INT winds and the mean thermal 

field (Fig. 3.10c). 

 

 

Fig. 3.9. (a) Tilting frontogenesis accomplished by 𝜔'( and 𝜔'' valid at 0600 UTC 26 November 
2019 contoured in solid orange every 2.5 x 10-10 K m-1 s-1 starting at 2.5 x 10-10 K m-1 s-1. Light gray 
shading is tilting frontogenesis from the total 𝜔 as in Fig. 3.8b. Thin gray lines are isentropes as in 
Fig. 3.8a. (b) Tilting frontogenesis accomplished by 𝜔(( valid at 0600 UTC 26 November 2019 
contoured in solid green every 2.5 x 10-10 K m-1 s-1 starting at 2.5 x 10-10 K m-1 s-1. Light gray 
shading as in (a). Thin gray lines as in (a). (c) Tilting frontogenesis accomplished by 𝜔)( valid at 
0600 UTC 26 November 2019 contoured in solid pink every 2.5 x 10-10 K m-1 s-1 starting at 2.5 x 10-

10 K m-1 s-1. Light gray shading as in (b). Thin gray lines as in (b). 
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Fig. 3.10. (a) Geostrophic vorticity tendency via tilting accomplished by 𝜔'( and 𝜔'' valid at 0600 
UTC 26 November 2019 contoured in solid orange every 2.5 x 10-10 K m-1 s-1 starting at 2.5 x 10-10 K 
m-1 s-1. Light gray shading is geostrophic vorticity tendency via tilting from the total 𝜔 as in Fig. 
3.8c. Thin gray lines are isentropes as in Fig. 3.8a. (b) Geostrophic vorticity tendency via tilting 
accomplished by 𝜔(( valid at 0600 UTC 26 November 2019 contoured in solid green every 2.5 x 10-

10 K m-1 s-1 starting at 2.5 x 10-10 K m-1 s-1. Light gray shading as in (a). Thin gray lines as in (a). 
(c) Geostrophic vorticity tendency via tilting accomplished by 𝜔)( valid at 0600 UTC 26 November 
2019 contoured in solid pink every 2.5 x 10-10 K m-1 s-1 starting at 2.5 x 10-10 K m-1 s-1. Light gray 
shading as in (b). Thin gray lines as in (b). 

 

3.4.2. 1200 UTC 26 November 2019 
The ULJF had undergone considerable development by 1200 UTC 26 November as both the 

horizontal temperature contrast and depth of the associated tropopause fold were more robust at this time 

(Fig. 3.11a). The total QG vertical motions were characterized by strong subsidence below 500 hPa 

straddled by weak ascent at higher elevations (Fig. 3.11a). This distribution produced stronger tilting 

frontogenesis at this time than at the previous six hours (Fig. 3.11b). Similarly stronger geostrophic 
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vorticity tendency via tilting also occurred at this time (Fig. 3.11c). So, as had been the case six hours 

earlier, the ULJF continued to intensify as did its cyclogenetic potency at this time. 

 

 

Fig. 3.11. Cross section taken along B-B’ in Fig. 3.7c of the upper-level jet front system at 1200 UTC 
26 November 2019. (a) As in Fig. 3.8a but for 1200 UTC 26 November 2019. (b) As in Fig. 3.8b but 
for 1200 UTC 26 November 2019. (c) As in Fig. 3.8c but for 1200 UTC 26 November 2019. 

 

Partitioning the total tilting frontogenesis into its most substantial component contributions once 

again reveals that the largest tilting frontogenesis was contributed by the sum of wuu, and wum (Fig. 3.12a). 

At this time, the next most substantial contribution was made by the areas of QG-omega arising from the 

mean and INT winds acting on the mean temperature (wmm and wim) (Fig. 3.12b). A small contribution was 

also made by a residual collection of terms (wmu, wms, wus, and wiu) (Fig. 3.12c).  
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Fig. 3.12. (a) Tilting frontogenesis accomplished by 𝜔'( and 𝜔'' valid at 1200 UTC 26 November 
2019. Contours and shading as in Fig. 3.9a. (b) Tilting frontogenesis accomplished by 𝜔(( and 𝜔)( 
valid at 1200 UTC 26 November 2019. Contours and shading as in Fig. 3.9b. (c) Tilting 
frontogenesis accomplished by the sum of 𝜔(', 𝜔(*, 𝜔'*, and 𝜔)' valid at 1200 UTC 26 November 
2019. Contours and shading as in Fig. 3.9c. 

 

As had been the case six hours earlier, the largest contribution to the total geostrophic vorticity 

tendency via tilting was provided by the QG-omega arising from the interaction of the UPTROP winds 

with the mean and UPTROP thermal fields (Fig. 3.13a) with a smaller contribution from the sum of wmm 

and wim (Fig. 3.13b). Only a very weak contribution was made by QG-omega attributable to the collection 

of residual terms (wmu, wms, wus, and wiu) (Fig. 3.13c). 
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Fig. 3.13. (a) Geostrophic vorticity tendency via tilting accomplished by 𝜔'( and 𝜔'' valid at 1200 
UTC 26 November 2019. Contours and shading as in Fig. 3.10a. (b) Geostrophic vorticity tendency 
via tilting accomplished by 𝜔(( and 𝜔)( valid at 1200 UTC 26 November 2019. Contours and 
shading as in Fig. 3.10b. (c) Geostrophic vorticity tendency via tilting accomplished by the sum of 
𝜔(', 𝜔(*, 𝜔'*, and 𝜔)' valid at 1200 UTC 26 November 2019. Contours and shading as in Fig. 
3.10c. 

 

3.4.3. 1800 UTC 26 November 2019 
The ULJF continued to strengthen through this time with a strong horizontal temperature contrast 

penetrating to lower-levels of the troposphere (Fig. 3.14a) under the influence of a much more robust total 

QG-omega subsidence maximum (Fig. 3.14b). This descent forced stronger, more coherent tilting 

frontogenesis that extended downward to around 600 hPa at this time (Fig. 3.14b). Nearly coincident 

geostrophic vorticity tendency via tilting continued to encourage intensification of the upper-tropospheric 

geostrophic vorticity maxima at this time (Fig. 3.14c). 
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Fig. 3.14. Cross section taken along C-C’ in Fig. 3.7d of the upper-level jet front system at 1800 
UTC 26 November 2019. (a) As in Fig. 3.11a but for 1800 UTC 26 November 2019. (b) As in Fig. 
3.11b but for 1800 UTC 26 November 2019. (c) As in Fig. 3.11c but for 1800 UTC 26 November 
2019. 

 

The partitioned tilting frontogenesis was different at this time than at the prior times.  An even 

more overwhelming contribution to the total now came from the sum of wuu and wum (Fig. 3.15a). Much 

weaker contributions were made by the combination of wmm and wim (Fig. 3.15b) and the residual from the 

sum of wmu , wms and wus (Fig. 3.15c). At this more well-developed stage of the ULJF lifecycle, a similar 

rearrangement in the contributions to vorticity production via tilting was evident at this time, with the 

overwhelming contribution coming from the sum of wuu and wum (Fig. 3.16a). Less than half as large was 

the contribution from the sum of wmm and wim (Fig. 3.16b).  The residual terms (wmu, wms and wus) made 

only a very modest contribution that extended into the lower troposphere (Fig. 3.16c). 
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Fig. 3.15. (a) Tilting frontogenesis accomplished by 𝜔'( and 𝜔'' valid at 1800 UTC 26 November 
2019. Contours and shading as in Fig. 3.12a. (b) Tilting frontogenesis accomplished by 𝜔(( and 𝜔)( 
valid at 1800 UTC 26 November 2019. Contours and shading as in Fig. 3.12b. (c) Tilting 
frontogenesis accomplished by the sum of 𝜔(', 𝜔(*, and 𝜔'* valid at 1800 UTC 26 November 2019. 
Contours and shading as in Fig. 3.12c. 
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Fig. 3.16. (a) Geostrophic vorticity tendency via tilting accomplished by 𝜔'( and 𝜔'' valid at 1800 
UTC 26 November 2019. Contours and shading as in Fig. 3.13a. (b) Geostrophic vorticity tendency 
via tilting accomplished by 𝜔(( and 𝜔)( valid at 1800 UTC 26 November 2019. Contours and 
shading as in Fig. 3.13b. (c) Geostrophic vorticity tendency via tilting accomplished by the sum of 
𝜔(', 𝜔(*, and 𝜔'* valid at 1800 UTC 26 November 2019. Contours and shading as in Fig. 3.13c. 

 

3.4.4. 0000 UTC 27 November 2019 
By 0000 UTC 27 November, the ULJF had reached its maximum length and maximum intensity 

(see Fig. 3.6b and Fig. 3.7e) as the surface cyclone neared its maximum intensity. The thermal structure of 

the ULJF at this time was nearly indistinguishable from that which characterized it six hours earlier, 

though the dynamic tropopause had descended downward to around 600 hPa by this time as evidenced by 

the PV pendant associated with the ULJF (Fig. 3.17a). The QG descent maxima had shifted decidedly 

toward the cold side of the front resulting in an abrupt recission of a slightly weaker tilting frontogenesis 

maxima to around 350 hPa by this time (Fig. 3.17b). The tilting of geostrophic vertical shear into vertical 
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vorticity had also weakened and retreated to higher elevation by this time (Fig. 3.17c). Thus, by 0000 

UTC 27 November, the intensification of the ULJF via tilting had effectively ended. 

 

 

Fig. 3.17. Cross section taken along D-D’ in Fig. 3.7e of the upper-level jet front system at 0000 
UTC 27 November 2019. (a) As in Fig. 3.14a but for 0000 UTC 27 November 2019. (b) As in Fig. 
3.14b but for 0000 UTC 27 November 2019. (c) As in Fig. 3.14c but for 0000 UTC 27 November 
2019. 

 
The total tilting frontogenesis was, once again, largely forced by the combination of wuu  and wum 

(Fig. 3.18a) with a much smaller contribution coming from the combination of wmm and wim (Fig. 3.18b). 

A slightly larger contribution, unique to this particular time, arose from the sum of wmu and wus (Fig. 

3.18c). The now weaker vortex tilting was dominated by that forced by the sum of wuu and wum (Fig. 

3.19a), followed by comparable contributions to tilting from the combination of wmm and wim (Fig. 3.19b) 

as well as from the sum of wmu and wus (Fig. 3.19c). 
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Fig. 3.18. (a) Tilting frontogenesis accomplished by 𝜔'( and 𝜔'' valid at 0000 UTC 27 November 
2019. Contours and shading as in Fig. 3.15a. (b) Tilting frontogenesis accomplished by 𝜔(( and 𝜔)( 
valid at 0000 UTC 27 November 2019. Contours and shading as in Fig. 3.15b. (c) Tilting 
frontogenesis accomplished by 𝜔(' and 𝜔'* valid at 0000 UTC 27 November 2019. Contours and 
shading as in Fig. 3.15c. 

 



 

 

77 

 

Fig. 3.19. (a) Geostrophic vorticity tendency via tilting accomplished by 𝜔'( and 𝜔'' valid at 0000 
UTC 27 November 2019. Contours and shading as in Fig. 3.16a. (b) Geostrophic vorticity tendency 
via tilting accomplished by 𝜔(( and 𝜔)( valid at 0000 UTC 27 November 2019. Contours and 
shading as in Fig. 3.16b. (c) Geostrophic vorticity tendency via tilting accomplished by 𝜔(' and 𝜔'* 
valid at 0000 UTC 27 November 2019. Contours and shading as in Fig. 3.16c. 

 

3.5. Summary and Conclusions 
The previous piecewise PV inversion analysis of the cyclogenesis presented in Chapter 2 offered no 

analysis of the development of the ULJF nor any account of its role in the remarkable surface 

cyclogenesis that characterized this event. In this analysis we have utilized the geostrophic wind and 

thermal fields associated with discrete portions of the total PV field as defined in the inversion process 

from Chapter 2 to investigate the development of a vigorous ULJF during a case of rapid cyclogenesis in 

late November 2019. The geostrophic wind and thermal fields recovered from the PV inversion process 

were used to calculate 16 discrete portions of the total QG-omega with the goal of delineating the separate 
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influences of discrete portions of the total PV field on the subsidence responsible for the development of 

the ULJF. The differential subsidence forced tilting frontogenesis and geostrophic vorticity production via 

tilting in the upper-troposphere, which then encouraged intensification of the ULJF and its subsequent 

direct influence on the surface cyclogenesis that characterized this event.  

Differential subsidence through the ULJF core, which led to an increase in horizontal baroclinicity 

and geostrophic relative vorticity within the ULJF region itself, primarily resulted from two different 

species of QG-omega acting on the background wind and thermal field. During the genesis period of the 

ULJF from 0600 UTC through 1200 UTC 26 November, QG-omega forced by the UPTROP winds acting 

on both the mean and UPTROP temperature fields was the primary driver of differential subsidence 

through the ULJF core and ULJF intensification. QG-omega arising from the sum of the mean and INT 

winds acting on the mean temperature was the second-largest driver of differential subsidence during this 

early period. During the later intensification period of the ULJF (from 1800 UTC 26 November through 

0000 UTC 27 November), QG-omega arising from the UPTROP winds acting on the mean and UPTROP 

temperatures remained the primary driver of differential subsidence through the ULJF core and ULJF 

intensification. QG-omega forced by the mean and INT winds acting on the mean temperature field 

remained as the second-largest driver of differential subsidence during this later period. Nearly every 

combination of QG-omega forced by the INT or SFC winds resulted in negligible differential subsidence 

and ULJF intensification during the entire period of analysis, from 0600 UTC 26 November through 0000 

UTC 27 November 2019. 

The dominance of the QG-omega forced by the UPTROP winds suggests that the ULJF developed 

entirely without influence from the lower-tropospheric DRW during this rapid cyclogenesis event. This is 

notable as previous analyses of DRW rapid cyclogenesis events which followed bottom-up developments 

emphasized how the DRW played some role in fashioning a cyclogenetically-potent upper-tropospheric 

precursor disturbance which contributed to the subsequent surface cyclogenesis (Wernli et al. 2002; 

Boettcher and Wernli 2013; Tamarin and Kaspi 2016; Kohl and O’Gorman 2022). The fact that, in this 

case, the lower tropospheric DRW and its associated circulation and thermal anomalies appeared to play 
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no substantial role in shaping the ULJF points to a serendipity at the heart of this remarkable 

development. It appears that this unusual surface cyclone was the product of two features, exerting no 

substantial developmental influence on one another, that eventually become vertically superposed and that 

superposition led to the period of rapid surface cyclogenesis.  

With this paradigm and the analytical tools of piecewise PV inversion and partitioned QG-omega 

analysis in mind, it was of interest to investigate any factors which may have impacted the success of 

ensemble member forecasts during this rapid cyclogenesis event. In particular, we were interested in 

relating the strength of an ensemble member depiction of the November 2019 storm at peak intensity to 

different processes previously identified as crucial during this cyclogenesis event. For example, we 

compared the sensitivity of mean sea level pressure of the November 2019 storm at peak intensity to 

different ensemble member forecasts of lower-tropospheric PV, which told us how well that ensemble 

member captured the evolution of the DRW. Therefore, in the next Chapter, we investigated physical 

influences on ensemble member forecasts using a technique known as ensemble-based sensitivity 

analysis. 
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4. Ensemble-Based Forecast Sensitivity Analysis 

4.1. Introduction 

This Chapter represents the third part of the study of an explosively-deepening diabatic Rossby wave 

(DRW) in late November 2019 which set all-time minimum mean sea level pressure (MSLP) records in 

the states of Oregon and California, USA. The goal of the current Chapter is to investigate the 

sensitivities of ensemble member forecasts to processes which previous analyses suggested were crucial 

to this development using ensemble-based sensitivity analysis (ESA; Ancell and Hakim 2007; Hakim and 

and Torn 2008; Torn and Hakim 2008). Through the use of ESA, one can isolate the ensemble member 

forecasts which produced the strongest and the weakest NV19 storm depictions and compare variables of 

interest between these ensemble member forecasts to gain additional insight into controls on the NV19 

storm intensity. The results of the ESA provide a complimentary analysis to the analyses offered in 

previous Chapters of this development with specific emphasis on the relationship between ensemble 

member anomalies of these certain variables of interest and cyclone intensity. 

ESA is a technique which establishes linear relationships between a forecast metric and perturbed 

initial conditions across ensemble members using ensemble statistics. These relationships, or sensitivities, 

derived from ESA are equivalent to the adjoint-derived sensitivity but projected through the analysis 

covariance matrix (Ancell and Hakim 2007). Therefore, ESA-derived sensitivities include both the linear 

relationship between a forecast metric and perturbed initial conditions, as well as the relationship between 

any state-vector which covaries with the perturbed initial conditions. The additional relationship 

involving the covarying state-vector must be accounted for in order to provide meaningful results, 

depending on the desired outcome of the ESA. However, the utility of ESA versus a technique like 

adjoint-derived sensitivity analysis is that the computations are straightforward after running the 

perturbed ensemble member forecasts (Ancell and Hakim 2007). A plethora of synoptic-scale features 

have been investigated using ESA: extratropical cyclones (Ancell and Hakim 2007; Torn and Hakim 
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2008; Garcies and Homar 2009, 2010; Chang et al. 2013; Zheng et al. 2013; McMurdie and Ancell 2014), 

anticyclones (Quandt et al. 2019), tropical cyclones (Torn 2010; Ito and Wu 2013; Torn and Cook 2013; 

Xie et al. 2013; Torn 2014; Ren et al. 2019; Hu and Wu 2020; Liu et al. 2024), and the Mei-Yu front 

(Wang et al. 2021). ESA has also been applied on the mesoscale to investigate convective features (Torn 

and Romine 2015; Bednarczyk and Ancell 2015; Hill et al. 2016; Limpert and Houston 2018) and wind 

power forecasting (Smith and Ancell 2017). In the current analysis, we expand the application of ESA to 

the interrogation of an explosively-deepening DRW development. 

A DRW is a diabatically-generated lower-tropospheric positive potential vorticity (PV) anomaly 

which develops underneath a region of maximum cloud production along a pre-existing baroclinic zone 

(Raymond and Jiang 1990; Snyder and Lindzen 1991; Parker and Thorpe 1995; Moore and Montgomery 

2004, 2005). Both Rossby waves and DRWs self-propagate due to the meridional advection of planetary 

vorticity for Rossby waves (Rossby 1939) and 𝜃! for DRWs (Parker and Thorpe 1995), respectively. 

However, as opposed to Rossby waves, DRWs are smaller-scale waves with origins in the lower-

troposphere and are dependent on latent heat release to modify the downstream PV tendency. The 

cyclonic vortex corresponding to the lower-tropospheric positive PV anomaly forces a region of 

differential positive moisture and temperature advection downstream of the vortex and along the 

baroclinic zone, leading to the production of clouds and precipitation over that region. These advections 

then regenerate the lower-tropospheric positive PV anomaly downstream of the original vortex, appearing 

to propagate it downstream (Parker and Thorpe 1995; Moore and Montgomery 2004, 2005; Terpstra et al. 

2015; Tamarin and Kaspi 2016; Kohl and O’Gorman 2022). 

DRWs are highly dependent on differential lower-tropospheric frontogenesis by virtue of the fact that 

the meridional moisture advection might not otherwise be converted to latent heat release along the pre-

existing baroclinic zone. The differential lower-tropospheric frontogenesis mobilizes ascent, latent heat 

release, and the diabatic generation of PV in the lower-troposphere. If this diabatic generation of PV 

occurs primarily ahead of the isolated existing cyclonic vortex and the amount of latent heating remains 

unchanged, the vortex will only propagate downstream – no intensification of the vortex can occur. 
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However, if additional forcing for ascent such as an upper-tropospheric shortwave moves into the vicinity 

of the lower-tropospheric vortex, intensification into a substantial cyclone through mutual amplification 

can occur. Such developments are well-documented (Wernli et al. 2002; Moore et al. 2008; Rivière et al. 

2010; Boettcher and Wernli 2011, 2013; McKenzie 2014; Tamarin and Kaspi 2016; Zhang and Wang 

2018; Beaty et al. 2025). These types of developments are dependent on specific lower- and upper-

tropospheric processes, some of which have been investigated in previous chapters, and all of which can 

be explored using ESA. 

In late November 2019, a DRW rapid cyclogenesis event (hereafter known as the NV19 storm) 

occurred over the northeast Pacific Ocean wherein a lower-tropospheric diabatically-generated PV 

anomaly associated with a DRW vortex became vertically collocated with an upper-tropospheric PV 

anomaly associated with an intensifying upper-level jet/front system over a 24-hour period from 0000 

UTC 26 November to 0000 UTC 27 November 2019. The superposition between these two PV anomalies 

resulted in the rapid development and intensification of a cyclone which accomplished a maximum 

central MSLP fall of 49 hPa in 24 hours and set all-time pressure records along the West Coast of the 

United States (Beaty et al. 2025). The location of most rapid intensification occurred the furthest east of 

all northeast Pacific Ocean explosively-deepening cyclones over 30 nonconsecutive years based on the 

climatologies presented in Roebber (1984), Wang and Rogers (2001), and Zhang et al. (2017). As shown 

in Chapter 2, this storm intensification followed a bottom-up development wherein forcing for 

development was initially focused in the lower-troposphere and shifted to the mid- and upper-troposphere 

as the storm intensified. Bottom-up development of explosive DRWs with no pre-existing upper-

tropospheric forcing is rare (Boettcher and Wernli 2013). 

The sequence of processes resulting in the record-breaking NV19 DRW development revealed in 

Chapter 2 is analyzed within ensemble member forecasts to correlate the intensity of forecasted MSLP off 

the California-Oregon coast near peak storm intensity to ensemble member anomalies of predetermined 

variables. Forecasted MSLP is a metric of particular interest as forecasts of MSLP made by the Ocean 

Prediction Center during the NV19 DRW development were consistently 2-3 hPa too high for the cyclone 
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of interest when compared to the ERA5 MSLP data. This chapter is organized as follows. The method of 

ESA and an extension of its utility is presented in Section 4.2. A brief, reminder synoptic overview of two 

times of interest is offered in Section 4.3. Section 4.4 details the results of the ESA in terms of the NV19 

storm evolution. Conclusions and suggestions for further analysis are offered in Section 4.5. 

4.2. Ensemble-Based Sensitivity Analysis 
 ESA establishes a linear relationship between a forecast metric and perturbed initial conditions 

per ensemble member using forecast ensemble statistics, as first outlined in Hakim and Torn (2008) and 

explored in Ancell and Hakim (2007). For a given ensemble with M members, the sensitivity of an 

ensemble-mean value of a forecast metric 𝑱 to a perturbed state variable 𝒙 is given as 

𝜕𝐽
𝜕𝑥

=
𝑐𝑜𝑣(𝑱, 𝒙)
𝑣𝑎𝑟(𝒙)

 
(13) 

 

where 𝑱 and 𝒙 are 1 × M ensemble member forecasts of the forecast metric and state variable with the 

ensemble mean removed, respectively; 𝑐𝑜𝑣 is the covariance between two arguments and 𝑣𝑎𝑟 is the 

variance of an argument. The left-hand side of (13) represents a linear regression between 𝑱 and 𝒙, or the 

change in a forecast metric 𝑱 for a given change in a state variable 𝒙. The utility of (13) can be expanded 

to become a lagged linear regression if one substitutes a lagged state variable 𝒙, such that the calculation 

becomes 

𝜕𝐽
𝜕𝒙𝒕

=
𝑐𝑜𝑣(𝑱, 𝒙𝒕)
𝑣𝑎𝑟(𝒙𝒕)

 
(14) 

 

where 𝒙𝒕 is a state variable, with the ensemble mean removed, at an earlier time 𝑡. Thus, ESA can be used 

to determine how a change in a lagged state variable 𝒙𝒕	can produce a change in a forecast metric 𝑱	at a 

specified lag time 𝑡. This change in forecast metric is statistically significant if 

�
𝜕𝐽
𝜕𝒙𝒕

� > 𝛿Q 
(15) 
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where 𝛿Q is the confidence interval of the linear regression coefficient and � #R
#𝒙𝒕
� is the absolute value of 

the left-hand side (14). The confidence interval for this study is chosen to be 95% following Torn and 

Hakim (2008). Therefore, if (15) is satisfied, we may reject the null hypothesis that changes in the lagged 

state variable 𝒙𝒕 do not result in changes to the forecast metric 𝑱 with 95% confidence. 

 ESA is performed using perturbed forecasts from the ECMWF integrated forecast system (IFS; 

ECMWF 2024) obtained from the Copernicus Climate Data Store. The ECMWF IFS ensemble suite has 

50 ensemble members providing unique forecasts initialized at three day intervals with forecasts valid at 

0000 UTC at 24-hour timesteps. This specific ensemble suite was chosen due to having a myriad of 

ensemble member forecasts with long maximum forecast lead time (3 days), allowing ample time for 

variability to grow between ensemble member forecasts. Each of the 50 ensemble members provides 

forecasts of geopotential height, specific humidity, temperature, zonal winds, meridional winds, and 

vertical velocity on the isobaric levels of 1000 hPa, 925 hPa, 850 hPa, 700 hPa, 500 hPa, 300 hPa, 200 

hPa, 100 hPa, 50 hPa, and 10 hPa with a horizontal resolution of 1° × 1°. For the current application of 

ESA, we used ensemble member forecasts initialized at 0000 UTC 25 November 2019 and compared 

forecasts valid at both 0000 UTC 26 November and 0000 UTC 27 November 2019.  

The forecast metric for this study was chosen as MSLP averaged across all ECMWF IFS ensemble 

member forecasts and over a 6° × 4.5° box from 129°W to 123°W and from 40.5°N to 45°N valid at 0000 

UTC 27 November 2019 (Fig. 4.1). This location and time was chosen to correspond to the NV19 storm 

near peak intensity, as well as being centered on the 850 hPa positive PV anomaly representative of the 

DRW nature of this development. There was a distribution both in geographic location and 2-day NV19 

storm MSLP forecasts off the California-Oregon coast near peak intensity (Fig. 4.1). Note that the 

strongest NV19 storm forecasts were located to the west and north of the entire distribution of NV19 

storm forecasts. The minimum MSLP per each ECMWF IFS ensemble member 2-day forecast within the 

6° × 4.5° box was recorded and the distribution of minimum MSLP is visualized in Fig. 4.2. Intensity 
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forecasts for the NV19 storm ranged more than 20 hPa from 965 hPa to 988 hPa, with ensemble members 

0, 17, 27, 29, and 45 depicting the five strongest (lowest MSLP) forecasts and ensemble members 14, 15, 

36, 42, and 49 depicting the five weakest (highest MSLP) forecasts (Fig. 4.2). Note that the 2-day NV19 

storm MSLP forecasts plotted in Fig. 4.1 are representative values and do not necessarily represent the 

full range of MSLP forecasts shown in Fig. 4.2. State variables were averaged across these five strongest 

and five weakest ensemble member forecasts to compare changes in MSLP off the California-Oregon 

coast due to changes in state variables in terms of the group of most intense and the group of least intense 

NV19 storm forecasts. 

 

 

Fig. 4.1. Distribution of location and magnitude (hPa) of 2-day minimum mean sea level 
pressure (MSLP) forecasts across 50 ECMWF IFS ensemble members, represented as a red “L”, 
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within the 6° × 4.5° blue box from 129°W to 123°W and from 40.5°N to 45°N at 0000 UTC 27 
November 2019. Purple, dashed contours represent the ECMWF IFS 850 hPa potential vorticity 
at 0000 UTC 27 November 2019 contoured every 0.5 PVU (1	PVU = 1 × 10"$	m2 s−1 K kg−1) 
every 0.5 PVU. Note that the locations of minimum MSLP overlap between the 50 ECMWF IFS 
ensemble member forecasts and that the exact location of minimum MSLP is plotted halfway 
down the tall part of the red “L”, so the southernmost ensemble member forecast (MSLP = 986 
hPa) was within the 6° × 4.5° blue box. 

 

 

Fig. 4.2. Minimum mean sea level pressure (MSLP) per 50 ECMWF IFS ensemble member 2-
day forecasts within a 6° × 4.5° box from 129°W to 123°W and from 40.5°N to 45°N at 0000 
UTC 27 November 2019. ECMWF IFS ensemble member forecasts of MSLP at 0000 UTC 27 
November 2019 were initialized at 0000 UTC 25 November 2019. Average MSLP across all 
ensemble member forecasts is denoted by the orange line. The top five highest ensemble member 
MSLP forecasts are denoted by the blue circles and the top five lowest ensemble member MSLP 
forecasts are denoted by the red circles. 

 

 Calculating the lagged linear regression as given by (14) results in a spatial distribution of the 

correlation between changes in a chosen lagged state variable at time 𝑡 to changes in MSLP across all 

ECMWF IFS ensemble members off the California-Oregon coast at 0000 UTC 27 November 2019. The 

calculation in (14) can be expanded to determine the actual quantitative change in MSLP across all 

ECMWF IFS ensemble member forecasts, rather than only the magnitude of the correlation, as was first 

performed in Torn and Hakim (2008). This is done by multiplying the left hand side of (14) by the 
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standard deviation of the chosen lagged state variable at time 𝑡 and averaging across all 50 ECMWF IFS 

ensemble members, 

∆𝐽��� =
1
𝑁=
�U�

𝜕𝑱
𝜕𝒙
�
=
𝜎F'X

+'

=T<

, 
(16) 

 

where 𝜎F' is the standard deviation of 𝒙 at each individual point at time 𝑡 and 𝑁= is the number of 

ensemble member forecasts used in the analysis. The left hand side of (16) is hereafter referred to as the 

sensitivity pattern and allows for a more insightful comparison between changes in MSLP off the 

California-Oregon coast and a given lagged state variable. Fig. 4.3 provides an example of this idea. 

Consider the statistically significant region of positive correlation between 500 hPa geopotential heights 

to the south of Alaska at 0000 UTC 26 November and MSLP within the blue box off the California-

Oregon coast 24 hours later at 0000 UTC 27 November 2019 (Fig. 4.3a). In this region, if the 500 hPa 

geopotential height at 0000 UTC 26 November (the lagged state variable 𝒙𝒕) were to increase, MSLP off 

the California-Oregon coast 24 hours later (the forecast metric 𝑱) would also increase because the 

correlation between the two variables is positive. This result is coherent, as the region of statistically 

significant positive correlation lies directly along the axis of an upstream shortwave, meaning that if 500 

hPa geopotential heights increase in this region, the shortwave would weaken, and the NV19 storm would 

have weaker upper-tropospheric forcing for column mass evacuation and surface development. 

Consider the same region of statistically significant positive correlation between 500 hPa 

geopotential heights and MSLP off the California-Oregon coast, now focusing on the highlighted region 

of positive correlation greater than 0.6 directly along the shortwave axis (Fig. 4.3a). This region has a 

uniform magnitude of correlation. However, the sensitivity pattern calculated in the same region using 

(16) reveals a varying distribution in MSLP change (Fig. 4.3b). The same 1 standard deviation (251 

meters) increase in 500 hPa geopotential height within the highlighted region to the south of Alaska 

reveals different increases in MSLP off the California-Oregon coast 24 hours later. If 500 hPa 

geopotential height increases by 1 standard deviation on the poleward side of the shortwave, the MSLP 
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increase of the NV19 storm ranges from 0.4 hPa to 1.2 hPa (Fig. 4.3b). If 500 hPa geopotential height 

increases by 1 standard deviation on the equatorward side of the shortwave, the MSLP increase of the 

NV19 storm ranges from 1.6 hPa to 2.4 hPa (Fig. 4.3b). The equatorward side of the shortwave is thus 

more sensitive to the same increase in 500 hPa geopotential height compared to the poleward side of the 

shortwave. These sensitivity pattern calculations reveal a nonuniform increase in MSLP off the 

California-Oregon coast at 0000 UTC 27 November 2019 with a uniform increase in 500 hPa 

geopotential height 24-hours earlier within the highlighted region of statistically significant positive 

correlation, an insight illuminated only after performing the sensitivity pattern calculation (Fig. 4.3a,b). 

Therefore, the sensitivity pattern after Torn and Hakim (2008) was utilized in this study due to the 

additional, quantifiable insight into the change in MSLP given a change in a specified state variable. 

 

 

Fig. 4.3. (a) Correlation (colorfill) between ensemble member 500 hPa geopotential height 
forecasts at 0000 UTC 26 November 2019 and ensemble mean sea level pressure (MSLP) within 
the blue box 24 hours later at 0000 UTC 27 November 2019. Ensemble member mean 500 hPa 
geopotential height contoured in black every 100 m starting at 5400 m. Stippling represents 
statistical significance at the 95% confidence interval. Gray “L” denotes location of NV19 storm 
MSLP minimum at 0000 UTC 26 November 2019. Yellow-highlighted region denotes 
correlations greater than 0.6. (b) Sensitivity pattern between ensemble member 500 hPa 
geopotential height forecasts at 0000 UTC 26 November 2019 and ensemble MSLP within the 
blue box 24 hours later at 0000 UTC 27 November 2019. Colorfill represents the numerical 
change in MSLP in hPa at 0000 UTC 27 November 2019 in the blue box when 500 hPa 
geopotential height 24 hours earlier at 0000 UTC 26 November 2019 is increased by 1 standard 
deviation. Ensemble member mean 500 hPa geopotential height contoured in black every 100 m 
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starting at 5400 m. Magnitude of 1 standard deviation of 500 hPa geopotential height across all 
ensemble member forecasts in bottom left corner. Stippling represents statistical significance at 
the 95% confidence interval. Gray “L” denotes location of NV19 storm MSLP minimum at 0000 
UTC 26 November 2019. Yellow-highlighted region as in (a). 

 

Using ESA, one can relate the sensitivity of a forecast metric like MSLP in a box off the California-

Oregon coast across ensemble member forecasts to any state variable. As noted in Section 4.1, 

sensitivities derived from ESA include both linear relationships between perturbed initial conditions and a 

forecast metric, as well as relationships between any other state-vector which covaries with the perturbed 

initial conditions. We would like to minimize any potential influence from the relationships between 

perturbed initial conditions and the covarying state variables because we are only interested in the 

connection between changes in perturbed initial conditions and changes in a forecast metric. Therefore, it 

is necessary to carefully construct the ESA such that the state variables analyzed are dynamically-

appropriate for the development of interest and are reflective of a direct connection between the perturbed 

initial conditions and a forecast metric. Chapter 2 determined that the evolution of the NV19 storm 

followed a ‘bottom-up’ development wherein no pre-existing upper-tropospheric wave was present during 

initial cyclogenesis, reminiscent of Storm Lothar (Wernli et al. 2002). The NV19 storm development 

resembled a Type-C cyclogenesis event, where latent heat release in the lower- to mid-troposphere 

associated with vigorous differential lower-tropospheric frontogenesis was the primary forcing for surface 

cyclogenesis (Plant et al. 2003). After being dominated by latent heat release, the period of surface 

cyclogenesis prior to landfall was attributed to an intense upper-level jet/front system which first 

encroached upon and then became vertically-collocated with the surface cyclone. The upper-level jet/front 

system provided a steadily increasing, dominant forcing for mass evacuation throughout the column, 

cyclonic vorticity advection by the thermal wind (Sutcliffe 1947), which aided in subsequent 

intensification. Due to this specific evolution, the perturbed initial conditions of interest chosen during the 

ESA were: 850 hPa 2-D frontogenesis, 925 hPa PV, 500 hPa relative vorticity, and 500 hPa relative 

vorticity advection by the 300-700 hPa thermal wind. Two analysis times were investigated to determine 
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how changes in MSLP off the California-Oregon coast at 0000 UTC 27 November 2019 were associated 

with the perturbed initial conditions of interest near the beginning of the NV19 storm lifecycle (0000 

UTC 26 November 2019) and near the end of the NV19 storm lifecycle (0000 UTC 27 November 2019). 

4.3. Synoptic Overview 
The following synoptic overview of the two times of interest represents a short review of similar 

elements from Chapter 2. Hourly ERA5 data were extracted on a limited area domain extending from 

10°N to 75°N and 180° to 90°W. Wind speed and direction, temperature, geopotential height, relative 

humidity, and MSLP data for the NV19 storm were collected from 0000 UTC 01 November to 2300 UTC 

31 December 2019 with a horizontal grid spacing of 0.25° × 0.25° on 19 vertical levels from 1000 hPa to 

100 hPa at a vertical grid spacing of 50 hPa. ERA5 data were then regridded to a grid spacing of 1.0° × 

1.0°. ERA5 hourly MSLP and wind data were compared with the 3-hourly Weather Prediction Center and 

the 6-hourly Ocean Prediction Center Pacific surface observations to confirm their accuracy. The two 

timesteps of interest were selected due to their coincidence between the ERA5 hourly data and the 

ECMWF IFS ensemble member forecast valid times: 0000 UTC 26 November and 0000 UTC 27 

November 2019. The reader is referred to Chapter 2 for the complete synoptic description of the NV19 

storm. 

4.3.1. 0000 UTC 26 November 2019 
At 0000 UTC 26 November 2019, a weak surface cyclone was discernable along a baroclinic zone as 

represented in the 950 hPa 𝜃! which stretched zonally through an extensive anticyclone across much of 

the northeast Pacific basin (Fig. 4.4a). This disturbance had begun to develop its own separate cloud 

feature by this time (Fig. 4.4b). Positive frontogenesis along the 850 hPa baroclinic zone was primarily 

located to the east and northeast of the surface cyclone along the developing warm front (Fig. 4.4c). This 

positive frontogenesis was maximized at 800 hPa along a steep frontal zone with ascent associated with 

the lower-tropospheric frontogenesis extending through the mid- and lower-troposphere (Fig. 4.4d). A 

shortwave feature at 500 hPa was positioned to the northwest of the surface cyclone, with a maximum in 
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positive relative vorticity located along the shortwave axis (Fig. 4.4e). The proximity of this shortwave to 

the surface cyclone resulted in a region of cyclonic vorticity advection (CVA) by the thermal wind just to 

the northwest of the position of the surface cyclone, indicative of column mean divergence and ascent 

(Sutcliffe 1947). The surface cyclone was situated in the right entrance region of a downstream, 

anticyclonically-curved jet streak at 300 hPa with decent along-flow speed change characterizing the 

entrance region (Fig. 4.4f). 
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Fig. 4.4. (a) Sea-level pressure and 950 hPa equivalent potential temperature (𝜃!) from the ERA5 
reanalysis valid at 0000 UTC 26 November 2019. Solid, black lines are isobars contoured every 4 
hPa. Dashed, green lines are 950 hPa moist isentropes contoured every 5 K. “H” denotes the centers 
of high pressure systems whereas “L” denotes centers of low pressure systems. “X” denotes the 
development region of NV19 storm. (b) GOES-17 infrared imagery of the northeast Pacific basin 
valid at 0000 UTC 26 November 2019. “H”, “L”, and “X” as in panel (a). (c) Potential temperature 
and positive horizontal frontogenesis at 850 hPa from the ERA5 reanalysis valid at 0000 UTC 26 
November 2019. Dashed, red contours are isentropes contoured every 3 K. Shading indicates positive 
frontogenesis function values shaded every 0.5 K (100km)-1 (3hr)-1 starting at 0.5 K (100km)-1 (3hr)-

1. “H”, “L”, and “X” as in panel (a). Black line indicates the cross section shown in panel (d). (d) 
Cross section along A-A’ in panel (c) of potential temperature, frontogenesis, and negative omega 
valid at 0000 UTC 26 November 2019. Potential temperature (green) contoured every 3 K starting 
at 300 K. Positive frontogenesis function (red shading) shaded every 0.5 K (100km)-1 (3hr)-1. 
Negative omega (purple dashed shading) shaded every -0.04 daPa s-1 starting at -0.04 daPa s-1. (e) 
1000 hPa – 500 hPa thickness and relative vorticity at 500 hPa from the ERA5 reanalysis valid at 
0000 UTC 26 November 2019. Red dashed contours are lines of constant thickness contoured every 
60 meters. Shading indicates positive relative vorticity shaded every 5	 ×	10"# s−1 starting at 
5	 ×	10"# s−1. “H”, “L”, and “X” as in panel (a). (f) Potential vorticity and wind speed at 300 hPa 
from the ERA5 reanalysis valid at 0000 UTC 26 November 2019. Solid, black contours are wind 
speeds contoured every 10 m s−1 starting at 50 m s−1. Shading indicates potential vorticity at 300 
hPa shaded every 0.5 PVU (1	PVU = 1 × 10"$	m2 s−1 K kg−1) starting at 0.5 PVU. “H”, “L”, and “X” 
as in panel (a). “L” denoting the low pressure system changed to light blue for visibility. Adapted 
from Beaty et al. (2025) 

 

4.3.2. 0000 UTC 27 November 2019 
At 0000 UTC 27 November, the NV19 storm was just a few hours from making landfall on the west 

coast of the United States near Crescent City, California (Fig. 4.5a,b). Surface winds greater than 45 m s-1 

near the California-Oregon border and waves as high as 24 m off the California coast were a result of the 

intense pressure gradient to the south of the cyclone center. The positive frontogenesis at 850 hPa 

associated with the warm front was undoubtedly being influenced by the steep topography adjacent to the 

United States West Coast (Fig. 4.5c,d) which weakened the frontal structure (Fig. 4.5d). Lower-

tropospheric ascent at this time reached its largest values of the cyclone lifecycle, also undoubtedly 

influenced by the steep topography. At 500 hPa, a well-developed trough with substantial CVA by the 

thermal wind and an elongated streamer of relative vorticity were still both forcing ascent in and around 

the surface cyclone (Fig. 4.5e). The intensified vortex strip was a manifestation of the intensification of 

the associated upper-level jet/front system (Fig. 4.5e,f). The jet streak to the west of the surface cyclone 
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increased in intensity and the surface cyclone was now located in the left exit region (Fig. 4.5f). The 300 

hPa PV and 500 hPa vorticity were all maximized at the same location directly above the surface cyclone 

signifying a vertically stacked NV19 storm (Fig. 4.5e,f). 
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Fig. 4.5. (a) As in Fig. 4.4a except for 0000 UTC 27 November 2019. (b) As in Fig. 4.4b except 
for 0000 UTC 27 November 2019. (c) As in Fig. 4.4c except for 0000 UTC 27 November 2019. 
(d) As in Fig. 4.4d except for 0000 UTC 27 November 2019. (e) As in Fig. 4.4e except for 0000 
UTC 27 November 2019. (f) As in Fig. 4.4f except for 0000 UTC 27 November 2019. 

 

4.4. Results 
In the following section, calculations of the sensitivity pattern and ensemble member anomalies 

relative to the ensemble mean for a 24-hour lead time (forecasts initialized at 0000 UTC 25 November 

2019 and valid at 0000 UTC 26 November 2019) are shown in panels (a)-(c) and the sensitivity pattern 

and ensemble member anomalies relative to the ensemble mean for a 48-hour lead time (forecasts 

initialized at 0000 UTC 25 November 2019 and valid at 0000 UTC 27 November 2019) are shown in 

panels (d)-(f). Ensemble member anomalies relative to the ensemble mean averaged over the five 

ensemble members with the strongest NV19 storm (lowest MSLP) forecasts at 0000 UTC 27 November 

2019 off the California-Oregon coast are shown in panels (b) and (e) and ensemble member anomalies 

relative to the ensemble mean averaged over the five ensemble members with the weakest NV19 storm 

(highest MSLP) forecasts at 0000 UTC 27 November 2019 off the California-Oregon coast are shown in 

panels (c) and (f). The sensitivity pattern of MSLP change off the California-Oregon coast at 0000 UTC 

27 November 2019 for a given state variable was compared relative to itself at two different forecast lead 

times. The combination of the sensitivity pattern of MSLP change and the ensemble member anomalies 

for a given state variable were then compared to the evolution of the NV19 storm provided in Chapter 2 

to offer physical support for these ESA results. 

4.4.1. 850 hPa 2-D Frontogenesis 
The sensitivity pattern of MSLP at 0000 UTC 27 November 2019 to 850 hPa 2-D frontogenesis 

(ℑ) was first analyzed as differential frontogenesis at the intersection of a zonally-oriented baroclinic zone 

across the northeast Pacific and a meridionally-oriented high 𝜃! plume from the subtropics initially 

spawned the DRW vortex, which then became the NV19 bomb cyclone. A band of positive ensemble 

mean 850 hPa ℑ was situated to the north and east of the NV19 storm at 0000 UTC 26 November 2019, 
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with a maximum immediately northeast of the cyclone center (Fig. 4.6a). Ensemble average MSLP within 

the blue box off the California-Oregon coast at 0000 UTC 27 November decreased up to 0.8 hPa with a 

+1 standard deviation increase in 850 hPa ℑ to the north and east of the cyclone (Fig. 4.6a). The top five 

strongest ensemble members shifted the band of maximum 850 hPa ℑ to the east whereas the top five 

weakest ensemble members shifted the band of maximum 850 hPa ℑ to the southwest and diminished its 

strength (Fig. 4.6b,c). A possible physical interpretation for this notable difference is that increasing 850 

hPa ℑ to the east of the cyclone at 0000 UTC 26 November would strengthen diabatic production of 

lower-tropospheric PV in the direction of the DRW propagation, which would enhance the lower-

tropospheric vortex and would result in a stronger NV19 storm. 

 Twenty-four hours later, at 0000 UTC 27 November 2019, a maximum in ensemble mean 850 

hPa ℑ was located to the southeast of the cyclone center, with an extension of the ensemble mean 850 hPa 

ℑ along the now-developed cold front (Fig. 4.6d). Ensemble average MSLP off the California-Oregon 

coast decreased more than 2.4 hPa with a +1 standard deviation increase in 850 hPa ℑ immediately north 

of the cyclone center (Fig. 4.6d). The top five strongest ensemble members shifted the coastal maximum 

in 850 hPa ℑ to the north and expanded its spatial extent while the top five weakest ensemble members 

shifted the coastal maximum in 850 hPa ℑ to the south and decreased its spatial extent (Fig. 4.6e,f). The 

northward shift in ensemble mean 850 hPa ℑ would position the maximum ℑ directly to east of the 

surface cyclone, which would aid in diabatic production of lower-tropospheric PV and an enhancement of 

the lower-tropospheric cyclonic vortex over the region where the NV19 storm made landfall 3 hours later. 
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Fig. 4.6. (a) Sensitivity pattern between ensemble member 850 hPa 2-D frontogenesis (ℑ) 
forecasts at 0000 UTC 26 November 2019 and ensemble MSLP within the blue box 24 hours 
later at 0000 UTC 27 November 2019. Colorfill represents the numerical change in MSLP in hPa 
at 0000 UTC 27 November 2019 in the blue box when 850 hPa ℑ is increased by 1 standard 
deviation 24 hours earlier at 0000 UTC 26 November 2019 across all ensemble member forecasts. 
Ensemble member mean 850 hPa ℑ contoured in black every 0.4 U

<AA	VW
<

X	YZ
 starting at 0.4 

U
<AA	VW

<
X	YZ

. Magnitude of 1 standard deviation of 850 hPa ℑ in bottom left corner. Stippling 
represents statistical significance at the 95% confidence interval using a Student’s t-test. Gray 
“L” denotes location of NV19 storm MSLP minimum at 0000 UTC 26 November 2019. (b) 
Ensemble member mean and anomalies relative to the ensemble member mean of 850 hPa ℑ at 
0000 UTC 26 November 2019 averaged across the top five lowest ensemble member MSLP 
forecasts as in Fig. 4.2. 850 hPa ℑ anomalies shaded every 0.1 U

<AA	VW
<

X	YZ
 with positive anomalies 

shaded in red and negative anomalies shaded in blue. Ensemble member mean 850 hPa ℑ as in 
(a). Stippling represents statistical significance at the 95% confidence interval. Gray “L” denotes 
location of NV19 storm MSLP minimum at 0000 UTC 26 November 2019. (c) Ensemble member 
mean and anomalies of 850 hPa ℑ at 0000 UTC 26 November 2019 averaged across the top five 
highest ensemble member MSLP forecasts as in Fig. 4.2. Ensemble member 850 hPa ℑ mean 
and anomalies shaded as in (b). Stippling as in (b). Gray “L” as in (b). (d) Sensitivity pattern 
between ensemble member 850 hPa 2-D frontogenesis (ℑ) forecasts at 0000 UTC 27 November 
2019 and ensemble MSLP within the blue box at 0000 UTC 27 November 2019. Colorfill as in 
(a). Ensemble member mean 850 hPa ℑ contoured as in (a). Stippling as in (a). (e) As in (b) 
but for 0000 UTC 27 November 2019. (f) As in (c) but for 0000 UTC 27 November 2019. 
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4.4.2. 925 hPa Potential Vorticity 
Then, the sensitivity pattern of MSLP at 0000 UTC 27 November 2019 to 925 hPa PV was 

investigated as DRW intensification tied to the diabatically-generated lower-tropospheric PV continued 

propagating the NV19 storm to the east after initial vortex generation. At 0000 UTC 26 November 2019, 

one maxima in ensemble mean 925 hPa PV was situated due west of the cyclone and a band of ensemble 

mean 925 hPa PV greater than 0.6 PVU was located underneath the high 𝜃! and cloud plume which 

extended meridionally from the subtropics (Fig. 4.4a,b, and Fig. 4.7a). Ensemble member average MSLP 

off the California-Oregon coast at 0000 UTC 27 November decreased up to 0.8 hPa with a +1 standard 

deviation increase in 925 hPa PV to the west, north, and east of the cyclone center (Fig. 4.7a). 

Additionally, the sensitivity pattern of alternating positive and negative sensitivities surrounding the 

ensemble mean maximum 925 hPa PV suggests the existence of a barotropic growth structure tilting 

upshear on either side of the low-level jet maximum. Assuming that this structure exists and is located 

along the axis of the low-level jet, this structure would be capable of growing at the expense of the shear 

as previously identified in sensitivity studies of east Pacific tropical cyclogenesis (Hoover 2015) and 

idealized midlatitude cyclogenesis (Langland et al. 1995). 

The top five strongest ensemble members forecasted 925 hPa PV in similar locations as the 

ensemble mean 925 hPa PV with PV anomalies less than ±1 standard deviation to the southwest of the 

cyclone (Fig. 4.7b). The top five weakest ensemble members also forecasted 925 hPa PV similar to the 

ensemble mean 925 hPa PV with a confined PV anomaly less than −1 standard deviation to the east of 

the cyclone (Fig. 4.7c). It is noteworthy that both the five strongest and five weakest ensemble member 

925 hPa PV forecasts agreed in terms of spatial orientation and magnitude (Fig. 4.7b,c). This was 

similarly true for the five strongest and five weakest ensemble member forecasts of 850 hPa and 700 hPa 

PV valid at the same time (not shown). This independence between 925 hPa PV and MSLP off the 

California-Oregon coast suggests that forecasts of NV19 storm strength at 0000 UTC 27 November 2019 

were not substantially dictated by PV in the lower-troposphere 24 hours earlier. 
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An increase in 925 hPa PV directly over the cyclone center was noted in the ensemble mean PV 

as the NV19 storm intensified over the following twenty-four hours (Fig. 4.7d). The sensitivity pattern of 

MSLP off the California-Oregon coast now featured a more than 2.4 hPa decrease in MSLP with a +1 

standard deviation increase in 925 hPa PV to the west and north of the cyclone center (Fig. 4.7d). The top 

five strongest ensemble members strengthened the 925 hPa PV maximum by nearly +1 standard 

deviation over the cyclone center and shifted the maximum slightly to the northwest while the top five 

weakest ensemble members decreased the 925 hPa PV maximum by −1 standard deviation and shifted it 

to the south (Fig. 4.7e,f). Lower-tropospheric PV increasing to the northwest of the NV19 storm suggests 

a slower propagation speed in the ensemble member forecasts, which would allow for a longer duration 

interaction between the lower-tropospheric vortex and the upper-level jet/front system as well as limit the 

interaction of the cyclone with steep orography along the United States West Coast. 

Note that in both the 850 hPa ℑ and the 925 hPa PV there was still substantial sensitivity of 

MSLP off the California-Oregon coast at 0000 UTC 27 November 2019 to the meridionally-oriented high 

𝜃! plume from the subtropics which remained stationary between 160°W and 150°W (Fig. 4.6d,Fig. 

4.7d). While the sensitivity extending well to the west of the NV19 storm even at this late stage in storm 

lifecycle might be caused by spurious correlations, it is also justifiable due to the connection between the 

NV19 storm and lower-tropospheric baroclinicity along the poleward side of the expansive thermal ridge 

to the south of the Aleutian Islands (Fig. 4.5a,c). This connection across the northeast Pacific basin 

severed several hours after the NV19 storm made landfall (not shown). 
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Fig. 4.7. (a) Sensitivity pattern between ensemble member 925 hPa potential vorticity (PV) 
forecasts at 0000 UTC 26 November 2019 and ensemble MSLP within the blue box 24 hours 
later at 0000 UTC 27 November 2019. Colorfill as in Fig. 4.6a but for a 1 standard deviation 
increase in 925 hPa PV. Ensemble member mean 925 hPa PV contoured in black every 0.3 PVU 
starting at 0.3 PVU where (1	PVU = 1 × 10"$	m2 s−1 K kg−1). Magnitude of 1 standard deviation 
of 925 hPa PV in bottom left corner. Stippling represents statistical significance at the 95% 
confidence interval. Gray “L” denotes location of NV19 storm MSLP minimum at 0000 UTC 26 
November 2019. (b) Ensemble member mean and anomalies of 925 hPa PV at 0000 UTC 26 
November 2019 averaged across the top five lowest ensemble member MSLP forecasts as in Fig. 
4.2. 925 hPa PV anomalies shaded every 0.1 PVU with positive anomalies shaded in red and 
negative anomalies shaded in blue. Ensemble member mean 925 hPa PV as in (a). Stippling as 
in (a). Gray “L” as in (a). (c) Ensemble member mean and anomalies of 925 hPa PV at 0000 
UTC 26 November 2019 averaged across the top five highest ensemble member MSLP forecasts 
as in Fig. 4.2. Ensemble member 925 hPa PV mean and anomalies shaded as in (b). Stippling as 
in (b). Gray “L” as in (b). (d) Sensitivity pattern between ensemble member 925 hPa PV 
forecasts at 0000 UTC 27 November 2019 and ensemble MSLP within the blue box at 0000 
UTC 27 November 2019. Colorfill as in (a). Ensemble member mean 925 hPa PV contoured as 
in (a). Stippling as in (a). (e) As in (b) but for 0000 UTC 27 November 2019. (f) As in (c) but 
for 0000 UTC 27 November 2019. 

 

4.4.3. 500 hPa Relative Vorticity 
Next, the sensitivity pattern between MSLP in the area of interest at 0000 UTC 27 November 

2019 and 500 hPa relative vorticity (𝜁) was analyzed as the upper-tropospheric shortwave which 

originated over mainland Alaska enhanced the intensification of the lower-tropospheric DRW and NV19 
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storm through mutual amplification in the latter half of its lifecycle. A region of ensemble mean 

maximum 500 hPa 𝜁 was positioned to the northwest of the cyclone center at 0000 UTC 26 November 

2019, at the base of a 500 hPa shortwave trough (Fig. 4.4e, Fig. 4.8a). Ensemble average MSLP off the 

California-Oregon coast twenty-four hours later decreased up to 2.0 hPa with a +1 standard deviation 

increase in 500 hPa 𝜁 to the southwest of the shortwave (Fig. 4.8a). The top five strongest ensemble 

members exhibited a westward shift in the maximum 500 hPa 𝜁 at the base of the shortwave with an 

indication of a subtle southward shift as well due to the statistically significant positive 500 hPa 𝜁 

anomaly around 159°W (Fig. 4.8b). The top five weakest ensemble members exhibited an eastward shift 

of the maximum 500 hPa 𝜁 (Fig. 4.8c).  

A westward shift in the 500 hPa 𝜁 implies a delayed interaction between the upper-tropospheric 

shortwave and the lower-tropospheric DRW, which would also delay the upper-tropospheric forcing for 

column mass evacuation and surface cyclogenesis. However, a westward shifted upper-tropospheric 

shortwave might have more potential to independently intensify, as supported by the results in Chapter 3, 

which would mean more intense column mass evacuation and surface cyclogenesis when it moved in 

proximity to the surface cyclone. This westward shift and delayed interaction still resulted in an increase 

in strength of the NV19 storm twenty-four hours later as was reflected in the five strongest ensemble 

member forecasts. This curious result is further explored in the conclusions section. 

The 500 hPa shortwave developed into a substantial large-scale trough as the NV19 storm 

strengthened, which is reflected in the escalation of the ensemble mean 500 hPa 𝜁 through the core of the 

trough (Fig. 4.5e, Fig. 4.8d). Ensemble average MSLP off the California-Oregon coast decreased more 

than 2.4 hPa with a +1 standard deviation increase in 500 hPa 𝜁 directly over and to the north and east of 

the cyclone center at 0000 UTC 27 November 2019 (Fig. 4.8d). The top five strongest ensemble members 

forecasted a westward displacement in the tail of 500 hPa 𝜁 centered on 135°W as well as a northward 

expansion in the 500 hPa 𝜁 maximum over the cyclone center (Fig. 4.8e). The top five weakest ensemble 

members forecasted the large-scale trough to the north of the ensemble mean 500 hPa 𝜁 due to the 
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orientation of the positive 500 hPa 𝜁 anomalies to the north of the ensemble mean 500 hPa 𝜁 (Fig. 4.8f). 

Displacing the large-scale trough to the west at 0000 UTC 27 November 2019 would increase the 

potential for cyclogenetic processes such as cyclonic vorticity advection by the thermal wind over the 

cyclone center just before landfall, providing the NV19 storm with additional column mass evacuation 

and intensification (Fig. 4.8d,e; Sutcliffe 1947).  

 

 

Fig. 4.8. (a) Sensitivity pattern between ensemble member 500 hPa relative vorticity forecasts at 
0000 UTC 26 November 2019 and ensemble MSLP within the blue box 24 hours later at 0000 
UTC 27 November 2019. Colorfill as in Fig. 4.7a but for a 1 standard deviation increase in 500 
hPa relative vorticity. Ensemble member mean 500 hPa relative vorticity contoured in black 
every 4 × 10(@ 	<

Q
 starting at 4	 × 10(@ 	<

Q
. Magnitude of 1 standard deviation of 500 hPa relative 

vorticity in bottom left corner. Stippling represents statistical significance at the 95% confidence 
interval. Gray “L” denotes location of NV19 storm MSLP minimum at 0000 UTC 26 November 
2019. (b) Ensemble member mean and anomalies of 500 hPa relative vorticity at 0000 UTC 26 
November 2019 averaged across the top five lowest ensemble member MSLP forecasts as in Fig. 
4.2. 500 hPa relative vorticity anomalies shaded every 1 × 10(@ 	<

Q
 with positive anomalies 

shaded in red and negative anomalies shaded in blue. Ensemble member mean 500 hPa relative 
vorticity as in (a). Stippling as in (a). Gray “L” as in (a). (c) Ensemble member mean and 
anomalies of 500 hPa relative vorticity at 0000 UTC 26 November 2019 averaged across the top 
five highest ensemble member MSLP forecasts as in Fig. 4.2. Ensemble member 500 hPa relative 
vorticity mean and anomalies shaded as in (b). Stippling as in (b). Gray “L” as in (b). (d) 
Sensitivity pattern between ensemble member 500 hPa relative vorticity forecasts at 0000 UTC 
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27 November 2019 and ensemble MSLP within the blue box at 0000 UTC 27 November 2019. 
Colorfill as in (a). Ensemble member mean 500 hPa relative vorticity contoured as in (a). 
Stippling as in (a). (e) As in (b) but for 0000 UTC 27 November 2019. (f) As in (c) but for 0000 
UTC 27 November 2019. 

 

4.4.3.1. 500 hPa Shear and Curvature Vorticity 
The geostrophic relative vorticity, 𝜁H, can be partitioned into its shear and curvature components 

starting from the natural coordinate expression for 𝜁H (Holton and Hakim 2013);  

𝜁H = −
𝜕𝑉
𝜕𝑛

+
𝑉
𝑅Q
, 

(17) 

 

where 𝑉 is the magnitude of the geostrophic wind, 𝑅Q is the radius of curvature of the streamlines, and 𝑛� 

is the natural coordinate direction pointing into the cold air (i.e. 𝑛� = − ∇"
|∇"|

 ). A transformation of (17) 

from the natural coordinate version into Cartesian coordinates more amenable for calculation with 

gridded datasets is provided in Bell and Keyser (1993). Specifically, the shear vorticity is given by 

−
𝜕𝑉
𝜕𝑛

= −
1
𝑉%
�𝑢H% n

𝜕𝑢H
𝜕𝑦

p − 𝑣H% n
𝜕𝑣H
𝜕𝑥

p − �𝑢H𝑣H� n
𝜕𝑢H
𝜕𝑥

−
𝜕𝑣H
𝜕𝑦

p�, 
(18) 

 

 

while the curvature vorticity is given by 

𝑉
𝑅Q
=
1
𝑉%
�𝑢H% n

𝜕𝑣H
𝜕𝑥

p − 𝑣H% n
𝜕𝑢H
𝜕𝑦

p − �𝑢H𝑣H� n
𝜕𝑢H
𝜕𝑥

−
𝜕𝑣H
𝜕𝑦

p�. 
(19) 

 

Equations (18) and (19) were also included in the ESA due to the additional insight provided by the 

sensitivities to the 500 hPa shear vorticity, 𝜁Q, and the 500 hPa curvature vorticity, 𝜁N. 

 The region of ensemble mean 500 hPa 𝜁 to the northwest of the cyclone center at 0000 UTC 26 

November 2019 (Fig. 4.8a) was primarily a region of 𝜁N as the shortwave trough featured modest cyclonic 

curvature with largely uniform shear (Fig. 4.4, Fig. 4.9a, and Fig. 4.10a). Ensemble average MSLP off the 

California-Oregon coast at 0000 UTC 27 November 2019 decreased up to 1.6 hPa with a +1 standard 

deviation increase in 500 hPa 𝜁Q to the northwest of the shortwave (Fig. 4.9a) and up to 2.4 hPa with a +1 



 

 

103 

standard deviation increase in 500 hPa 𝜁N to the west of the shortwave (Fig. 4.10a). The top five strongest 

ensemble members showed an increase in 500 hPa 𝜁Q to the northwest of the cyclone (Fig. 4.9b) and a 

southwestward shift in the 500 hPa 𝜁N maximum (Fig. 4.10b). The top five weakest ensemble members 

forecasted a decrease in 500 hPa 𝜁Q to the northwest of the cyclone (Fig. 4.9c) and an eastward shift in the 

500 hPa 𝜁N maximum (Fig. 4.10c). Therefore, the westward shift and delayed interaction between the 

upper-tropospheric shortwave and the lower-tropospheric DRW seen in the strongest ensemble member 

forecasts was due to 500 hPa 𝜁N at this time. 

 Twenty-four hours later, at 0000 UTC 27 November 2019, the ensemble mean 500 hPa 𝜁Q and 𝜁N 

became prominent features in and around the development region (Fig. 4.9d,Fig. 4.10d). Both 

components of vorticity featured MSLP decreases more than 2.4 hPa with a +1 standard deviation 

increase in either 500 hPa 𝜁Q or 500 hPa 𝜁N directly over the development region. Now, however, the 

westward displacement of the trough, and increase in cyclogenetic potential at this late stage of 

development, implied by the top five strongest ensemble members is a function of 𝜁Q (Fig. 4.8e, Fig. 

4.9e). The northward shift forecasted by the top five weakest ensemble members was seen in the anomaly 

field of both 𝜁Q and 𝜁N (Fig. 4.9f,Fig. 4.10f). There was a switch in the dominant control on the westward 

shift of the upper-tropospheric shortwave implied by the top five strongest ensemble member forecasts of 

vorticity. This westward shift was highlighted in the 𝜁N at 0000 UTC 26 November (Fig. 4.10b) and in the 

𝜁Q at 0000 UTC 27 November (Fig. 4.9e) over the 24 period when the cyclone was undergoing rapid 

development. This is particularly curious as the evolution of the dominant component of vorticity 

typically begins with 𝜁Q and ends with 𝜁N during cyclogenesis events (e.g. Bell and Keyser 1993). 
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Fig. 4.9. (a) As in Fig. 4.8a but for 500 hPa shear vorticity. (b) As in Fig. 4.8b but for 500 hPa 
shear vorticity. (c) As in Fig. 4.8c but for 500 hPa shear vorticity. (d) As in Fig. 4.8d but for 
500 hPa shear vorticity. (e) As in Fig. 4.8e but for 500 hPa shear vorticity. (f) As in Fig. 4.8f 
but for 500 hPa shear vorticity. 

 

 

Fig. 4.10. (a) As in Fig. 4.9a but for 500 hPa curvature vorticity. (b) As in Fig. 4.9b but for 500 
hPa curvature vorticity. (c) As in Fig. 4.9c but for 500 hPa curvature vorticity. (d) As in Fig. 
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4.9d but for 500 hPa curvature vorticity. (e) As in Fig. 4.9e but for 500 hPa curvature vorticity. 
(f) As in Fig. 4.9f but for 500 hPa curvature vorticity. 

 

4.4.4. 500 hPa Cyclonic Vorticity Advection by the 300-700 hPa 
Thermal Wind 

Finally, as noted in Section 4.4.3 and in Chapters 2 and 3, cyclonic vorticity advection of 500 hPa 

𝜁 by the 300-700 hPa thermal wind (CVA by 𝑉>⃑ ,; Sutcliffe 1947) was a crucial component for 

cyclogenesis in the later stage of the NV19 storm lifecycle. From the ECMWF IFS ensemble suite, there 

was a maximum in ensemble mean CVA by 𝑉>⃑ , to the northwest of the cyclone center at 0000 UTC 26 

November 2019 (Fig. 4.11a). The sensitivity pattern between MSLP off the California-Oregon coast at 

0000 UTC 27 November and CVA by 𝑉>⃑ , twenty-four hours earlier showed a decrease in MSLP up to 1.2 

hPa with a +1 standard deviation increase in CVA by 𝑉>⃑ , to the west of the ensemble mean CVA by 𝑉>⃑ , 

maximum (Fig. 4.11a). The top five strongest ensemble members forecasted a similar increase in CVA by 

𝑉>⃑ , to the west of the ensemble mean maximum with CVA by 𝑉>⃑ , anomalies greater than +2 standard 

deviations (Fig. 4.11b). The top five weakest ensemble members forecasted the ensemble mean CVA by 

𝑉>⃑ , maximum to be zonally elongated due to the tri-pole in CVA by 𝑉>⃑ , anomalies up to ±3 standard 

deviations straddling 150°W (Fig. 4.11c). Increasing CVA by 𝑉>⃑ , to the west of the ensemble mean CVA 

by 𝑉>⃑ , maximum at 0000 UTC 26 November 2019 suggests a westward shift in the 500 hPa shortwave 

like that reflected in the sensitivity to 500 hPa 𝜁, which would delay the start of the interaction between 

the lower-tropospheric DRW and the upper-tropospheric shortwave, and yet still result in a stronger NV19 

storm (Fig. 4.8b,Fig. 4.11b). 

 Twenty-four hours later, at 0000 UTC 27 November 2019, the maximum ensemble mean CVA by 

𝑉>⃑ , was located where the NV19 storm made landfall near Crescent City, CA (Fig. 4.11d). Ensemble mean 

MSLP in the region of interest decreased more than 2.4 hPa with a +1 standard deviation increase in CVA 

by 𝑉>⃑ , to the north of the cyclone center (Fig. 4.11d). The top five strongest ensemble members forecasted 
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increased CVA by 𝑉>⃑ , nearly +1 standard deviation to the northwest and over the cyclone whereas the top 

five weakest ensemble members forecasted decreased CVA by 𝑉>⃑ , greater than −1 standard deviation to 

the north of the cyclone (Fig. 4.11e,f). The sensitivity pattern highlighting a decrease in MSLP with an 

increase in CVA by 𝑉>⃑ , to the north and over the cyclone (Fig. 4.11d) is potentially a reflection of the 

strongest ensemble member forecasts portraying a westward shifted 500 hPa shortwave (Fig. 4.8d), which 

would focus CVA by 𝑉>⃑ , directly over the surface cyclone at this time, and imply a slower propagation 

speed as the forecasted NV19 storm at 0000 UTC 27 November 2019 would be shifted to the north and 

west (Fig. 4.1,Fig. 4.11d). 

 

 

Fig. 4.11. (a) Sensitivity pattern between ensemble member 500 hPa cyclonic vorticity advection 
by the 300-700 hPa thermal wind (hereafter referred to as CVA by		𝑉>⃑ ,) forecasts at 0000 UTC 
26 November 2019 and ensemble MSLP within the blue box 24 hours later at 0000 UTC 27 
November 2019. Colorfill as in Fig. 4.8a but for a 1 standard deviation increase in CVA by	𝑉>⃑ ,. 
Ensemble member mean CVA by	𝑉>⃑ , contoured in black every 2 × 10(<X 	 <

Q(
 starting at 

2	 × 10(<X 	 <
Q(

. Magnitude of 1 standard deviation of CVA by	𝑉>⃑ , in bottom left corner. Stippling 
represents statistical significance at the 95% confidence interval. Gray “L” denotes location of 
NV19 storm MSLP minimum at 0000 UTC 26 November 2019. (b) Ensemble member mean and 
anomalies of CVA by	𝑉>⃑ , at 0000 UTC 26 November 2019 averaged across the top five lowest 
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ensemble member MSLP forecasts as in Fig. 4.2. CVA by	𝑉>⃑ , 	anomalies shaded every 
0.5	 × 10(<X 	 <

Q(
 with positive anomalies shaded in red and negative anomalies shaded in blue. 

Ensemble member mean CVA by	𝑉>⃑ , as in (a). Stippling as in (a). Gray “L” as in (a). (c) 
Ensemble member mean and anomalies of CVA by	𝑉>⃑ , at 0000 UTC 26 November 2019 averaged 
across the top five highest ensemble member MSLP forecasts as in Fig. 4.2. Ensemble member 
CVA by	𝑉>⃑ , mean and anomalies shaded as in (b). Stippling as in (b). Gray “L” as in (b). (d) 
Sensitivity pattern between ensemble member CVA by	𝑉>⃑ , forecasts at 0000 UTC 27 November 
2019 and ensemble MSLP within the blue box at 0000 UTC 27 November 2019. Colorfill as in 
(a). Ensemble member mean CVA by	𝑉>⃑ , contoured as in (a). Stippling as in (a). (e) As in (b) 
but for 0000 UTC 27 November 2019. (f) As in (c) but for 0000 UTC 27 November 2019. 

 

4.5. Conclusions and Discussion 
Ensemble-based sensitivity analysis (ESA) performed on the ECMWF IFS ensemble suite revealed 

variations in the sensitivity of MSLP forecasts off the California-Oregon coast at 0000 UTC 27 November 

2019 to variables previously identified as integral in the development of the NV19 cyclone. ECMWF IFS 

ensemble member forecasts were quantified in terms of the top five strongest and weakest ensemble 

members based on their forecasts of MSLP of the NV19 storm at 0000 UTC 27 November 2019. 

Ensemble member anomalies of the different variables averaged across these top five strongest and top 

five weakest ensemble members were then compared and physical reasons for the differences in strength 

of NV19 MSLP forecasts were suggested. 

During the initial stages of cyclogenesis, at 0000 UTC 26 November 2019, the top five strongest 

ensemble member forecasts featured: stronger 850 hPa ℑ to the east of the cyclone (Fig. 4.6b), a 

westward-displaced 500 hPa shortwave trough to the northwest of the cyclone (Fig. 4.8b), and a westward 

shifted region of CVA by 𝑉>⃑ , also to the northwest of the cyclone (Fig. 4.11b). PV anomalies at 925 hPa 

between the top five strongest and top five weakest ensemble member forecasts were remarkably similar 

(Fig. 4.7b,c). During the final stages of cyclogenesis, at 0000 UTC 27 November 2019, the top five 

strongest ensemble member forecasts featured: a northward-shifted and expanded region of 850 hPa ℑ to 

the east of the cyclone (Fig. 4.6e), a stronger 925 hPa PV anomaly to the northwest of the cyclone (Fig. 
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4.7e), a westward-displaced 500 hPa large-scale trough over the cyclone (Fig. 4.8e), and a northwestward 

shifted region of CVA by 𝑉>⃑ , also over the cyclone (Fig. 4.11e).  

The comparison between ensemble members in terms of their forecasted intensity of MSLP off the 

California-Oregon coast at 0000 UTC 27 November 2019 illuminated that the ensemble members 

portraying a stronger NV19 storm forecasted a lower-tropospheric DRW shifted further to the east and an 

upper-tropospheric trough shifted further to the west, thereby increasing their relative distance. 

Consequently, the stronger ensemble members forecasted a delay to the period of interaction between the 

lower-tropospheric DRW and the upper-tropospheric trough. Delaying this interaction would allow the 

lower-tropospheric DRW to continue lower-tropospheric PV generation through persistent latent heat 

release and development into a more substantial lower-tropospheric vortex. The westward-shifted upper-

tropospheric trough would then move in proximity to the stronger lower-tropospheric DRW after its 

period of additional strengthening and would stretch the more vorticity-rich air through forcing column 

mass divergence and synoptic-scale ascent. Therefore, when these two features eventually vertically-

collocate, the mutual amplification and forcing for surface cyclogenesis would be more robust than if this 

interaction had occurred earlier when the two features, particularly the lower-tropospheric DRW, were 

weaker. There was also an indication that the NV19 storm propagation speed was slower in the strongest 

ensemble member forecasts (Fig. 4.1), meaning that the delay in interaction between the lower-

tropospheric DRW and the upper-tropospheric trough in the stronger forecasts was partially compensated 

by slower onshore movement and a lagged duration of lower-tropospheric and upper-tropospheric 

interaction. The importance of the timing of mutual amplification was also stressed in previous studies on 

explosive DRW cyclogenesis events (Wernli et al. 2002; Moore et al. 2008; Rivière et al. 2010; Boettcher 

and Wernli 2011, 2013; McKenzie 2014; Tamarin and Kaspi 2016; Zhang and Wang 2018). 

In expanding the utility of ESA, one could also use the results of the ESA to anticipate potential 

forecast errors when considering rapid DRW cyclogenesis events. The sensitivity patterns to variables 

such as lower-tropospheric frontogenesis, lower-tropospheric PV, mid-tropospheric vorticity, and CVA by 
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𝑉>⃑ , all showed between a 0.8 hPa and greater than 2.4 hPa change in MSLP depending on location and 

strength of ensemble member anomalies. Twenty-four hour surface forecasts of the NV19 storm from the 

Ocean Prediction Center were around 3 hPa higher than the central MSLP of the actual NV19 storm for 

two consecutive forecasts valid at 0000 UTC 27 November and 1200 UTC 27 November 2019. A 

forecaster could theoretically identify differences between ensemble member forecasts of rapid DRW 

cyclogenesis events with the knowledge of typical sensitivity patterns for these types of developments and 

identify the most accurate ensemble member forecasts, since the forecast error for the NV19 rapid DRW 

cyclogenesis event was around the same magnitude as the maximum MSLP change identified using ESA. 

The addition of sensitivity patterns identified through ESA when considering rapid DRW cyclogenesis 

events allows for the improvement of forecasts of these events at longer lead times greater than twelve 

hours and could be an avenue for future real-time correction of forecast biases. 
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5. Future Work 
The comprehensive analysis of the November 2019 (NV19) rapid cyclogenesis event revealed 

intricacies of this specific development which were unusual both in terms of the environment in which the 

cyclone developed and in reference to previous investigations into diabatic Rossby wave and upper-level 

jet/front system mutual amplifications. An intriguing question remains after the investigation into this 

development: was the NV19 storm the strongest it could have possibly been? The storm is the strongest 

cyclone to make landfall on the California-Oregon coast since records began and the set of ingredients 

conspiring to result in its genesis and intensification were primed for explosive development.  

In Section 4.5, it was noted that ensemble member forecasts which delayed the interaction between 

the lower-tropospheric diabatic Rossby wave and the upper-tropospheric trough tied to the upper-level 

jet/front system still produced a forecast of the NV19 storm up to 23 hPa stronger than weaker NV19 

storm ensemble member forecasts. One avenue of investigation into the ceiling of NV19 storm strength 

could be the utilization of iterated, optimal perturbation analysis, whereby the adjoint model is used to 

estimate the sensitivity of a final forecast state to perturbations to the initial state (Brett Hoover, personal 

communication). These perturbations to the initialized model state associated with the most sensitivity at 

the final forecast state are then iteratively optimized for enhancing storm intensity at the final forecast 

state. The ceiling of the NV19 storm could be investigated using iterated, optimal perturbation analysis by 

seeding the initial model state with the most ideal conditions for rapid intensification and then running a 

simulation of the storm forward in time. This most optimal simulation of the NV19 storm could be 

compared to the actual NV19 storm to see how much stronger the NV19 storm could have been, assuming 

it was not already the strongest possible version of itself. Iterated, optimal perturbation analysis by Brett 

Hoover and collaborators is ongoing as of publishing of this dissertation. 

In Section 2.4.4, it was suggested that the Blob 2.0 MHW (e.g. Amaya et al. 2020; Chen et al. 2021), 

which first reached peak intensity in November 2019, had indirect impacts on the NV19 storm 

development. Sensible sea surface heat fluxes were anomalously low following the storm track across the 

northeast Pacific basin during storm evolution. However, the prolonged and intense Blob 2.0 MHW, 
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which was confined to the upper ocean, could have continuously fluxed heat into the lower troposphere 

during the summer and fall leading up to NV19 storm cyclogenesis event, which would have led to 

increased background lower-tropospheric baroclinicity. Simulations of the NV19 development could be 

run using the Weather Research and Forecasting (WRF) model (Skamarock et al. 2019) to test this 

potential influence on background baroclinicity. One simulation with control inputs from the hourly 

ERA5 data could be compared to simulations which feature increasingly reduced initial lower-

tropospheric baroclinicity to evaluate any potential impacts of the Blob 2.0 MHW on the background 

thermal field. It is anticipated that a reduction in the initial lower-tropospheric baroclinicity would reduce 

the intensity of the differential lower-tropospheric frontogenesis and subsequent latent heat release, which 

spawned the DRW, thereby reducing the strength of the lower-tropospheric vortex and leading to a 

weakened NV19 storm. 

Furthermore, to expand upon the applicability of the conclusions drawn from the analysis of the 

NV19 storm, a plethora of cases involving a similar type of cyclogenesis in unusual environments 

characterized by cold sea surface temperatures must be explored. One candidate for further investigation 

is a rapid cyclogenesis event which occurred in the latter-half of November 2024 also in the northeast 

Pacific basin much like the November 2019 rapid cyclogenesis event. The November 2024 event, which 

resulted in an impressive 945 hPa cyclone situated off the Washington, USA and British Columbia 

coastline, displayed striking dynamical similarities, including a similar structural evolution and extremely 

rapid rate of intensification. Both the November 2019 and the November 2024 storm originated as 

innocuous-looking warm frontal waves, perhaps both as DRWs. Intense and geographically restricted 

lower-tropospheric frontogenesis produced heavy precipitation which, in turn, generated lower-

tropospheric positive potential vorticity anomalies along the front. These anomalies orchestrated a period 

of modest growth before both cyclones were overtaken by potent tropopause-level disturbances which 

facilitated ascent and the stretching of vorticity-rich air that drove the rapid cyclogenesis. Investigation 

into the November 2024 development is ongoing as of publishing of this dissertation, with the goal of 

investigating more of these types of development with tools refined within this dissertation. 
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As analyses of diabatic Rossby waves continue to become increasingly crucial, the 10-year 

climatology of Northern Hemispheric diabatic Rossby waves presented in Boettcher and Wernli (2013) 

can be extended to longer time periods such as 30 or 40 years. This longer climatology could be used to 

track changes in frequency, intensity, and geographic location of diabatic Rossby waves in consecutive 

10- or 20-year periods of time across the Northen Hemisphere. Events such as the November 2019 and 

the November 2024 bomb cyclones would be included in the updated climatology as well. A more 

comprehensive climatology could then be constructed to complement the climatology in Boettcher and 

Wernli (2013), while potentially adding insight into the distribution of diabatic Rossby waves, and their 

changes over time, over the Northern Hemisphere. The climatology of diabatic Rossby waves over the 

Southern Hemisphere presented in Boettcher and Wernli (2015) could also be similarly expanded. 

Finally, the ability to run simulations of weather systems under the influence of future climate 

scenarios provides the best guess as to the dynamics of diabatic Rossby waves in the future under a 

warming climate. A large-scale climate model like the Community Earth System Model (CESM; Kay et 

al. 2015) is a large ensemble model of Earth’s climate under different scenarios of projected climate 

warming. The CESM could be used to explore future climates over regions of Earth where rapid diabatic 

Rossby wave developments are frequent as identified in Boettcher and Wernli (2013) and Boettcher and 

Wernli (2015). The effects of a warming climate on future diabatic Rossby wave frequency, intensity, and 

geographic location could then be considered using comparisons between catalogs of past diabatic Rossby 

waves and catalogs of future diabatic Rossby waves simulated using the CESM. Simulating diabatic 

Rossby wave evolutions utilizing output from the CESM would allow for the propagation of diabatic 

Rossby wave research into the future.  
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6. Data availability statement 
The fifth generation ECMWF atmospheric reanalysis dataset (ERA5) is produced by the Copernicus 

Climate Change Service (C3S) at ECMWF and can be accessed via 

http://cds.climate.copernicus.eu/datasets/reanalysis-era5-pressure-levels?tab=overview. The ECMWF IFS 

ensemble suite is also produced by the C3S at ECMWF and can be accessed via the above link as well. 

Satellite imagery is produced by the National Centers for Environmental Information at NOAA and can 

be accessed via https://www.ncei.noaa.gov/access. Data used to make in Fig. 2.8 was adapted from 

Roebber (1984), Wang and Rogers (2001), and Zhang et al. (2017). All computer programs written to 

perform the data analysis are available from the author upon request.  

http://cds.climate.copernicus.eu/datasets/reanalysis-era5-pressure-levels?tab=overview
https://www.ncei.noaa.gov/access
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