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Abstract  

Impacts of Temperature-Dependent Heating Demand on Wintertime Emissions 

By Cara Scalpone 

Most residences are heated by burning fuels, such as natural gas, heating oil, or wood, 

which emits combustion byproducts into the atmosphere. Space heating demand is dependent on 

outdoor temperatures, so the impact of residential heating on wintertime pollution covaries with 

changes in atmospheric dynamics and meteorologically-dependent chemical processes. However, 

current representations of emissions from non-wood residential fuel combustion (RFC) in 

atmospheric modeling are based on fixed monthly or seasonal allocations that do not vary with 

daily temperature. To improve the representation of these emissions, a method for temporally 

allocating annual residential fuel combustion emissions that reflects temperature-dependent 

changes in heating demand based on heating degree days (HDDs) was developed. The 

temperature-dependent daily scaling (DS) approach was applied to create an hourly RFC emissions 

inventory gridded to a 12 km domain covering the contiguous U.S. The DS approach was 

compared to a seasonal scaling (SS) approach that had a fixed temporal allocation for winter, 

spring, summer, and fall. Across all climate regions, the DS approach resulted in a redistribution 

of emissions toward March and November relative to the SS approach. RFC emissions contributed 

substantially to the total anthropogenic NOx and SO2 emissions in some grid cells, particularly 

during the heating season. DS had a greater range in hourly emission rates relative to SS, with 

higher median peak emission rates across all climate regions. Using a diurnal profile to represent 

hourly heating demand resulted 18% to 28% more emissions to allocated to nighttime hours 

compared to the default profile. The temperature-based DS approach offers improvements to the 

representation of heating demand over fixed temporal allocation methods, enabling future 
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investigation into parsing the co-variable impacts of emissions, meteorology, and chemistry on 

wintertime air pollution.  
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Chapter 1 Introduction 

1.1 Overview of Wintertime Air Quality 

Nitrogen oxides (NOX = NO + NO2) are a group of atmospheric gases that are emitted by 

natural sources, such as soils (Almaraz et al., 2018; Hall et al., 1996) and lightning (Allen et al., 

2021; Schumann & Huntrieser, 2007), and anthropogenic sources, such as vehicles and electricity 

generation as a byproduct of combustion (Lee et al., 1997; U.S. EPA, 2021a). NOX are harmful to 

human and environmental health, and are precursors to the formation of detrimental secondary air 

pollutants, ozone and fine particulate matter (PM2.5). Both short- and long-term exposure to high 

concentrations of NOX, ozone, and PM2.5 in ambient air have been shown to worsen cardiovascular 

and respiratory health, and increase mortality (Beelen et al., 2014; Cai et al., 2016; Chen et al., 

2007; Dedoussi et al., 2020; Hoek et al., 2013; Turner et al., 2017; Yang et al., 2018). 

Environmentally, the oxidation of nitrogen dioxide (NO2) produces nitric acid (HNO3), a 

component of acid rain, which can harm terrestrial ecosystems and agriculture by stripping soil of 

essential nutrients (Jacob, 1999; Krug & Frink, 1983; Likens et al., 1972).  

Because of these detrimental health and environmental impacts, outdoor air quality in the 

United States is regulated by the United States Environmental Protection Agency (U.S. EPA) under 

the Clean Air Act (CAA) (Clean Air Act, 1970). The U.S. EPA sets National Ambient Air Quality 

Standards (NAAQS) for air pollutants that pose a risk to human health, called criteria air pollutants, 

which include NO2, ozone, and PM2.5. NOX emissions were also controlled under Title IV-Acid 

Deposition Control from the CAA Amendments of 1990, which set controls for emissions from 

power plants to reduce acid rain.  

Concentrations of NOX, PM2.5, and ozone vary regionally and seasonally, influenced by 

interconnected changes in emissions, meteorology, and chemical processes. Ambient NOx 
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concentrations are highest in the wintertime (Van Der A et al., 2008) due to increases in cold-

weather emissions, such as residential heating (Chatoutsidou & Lazaridis, 2024), and a longer 

atmospheric residence time of NOx, or NOx lifetime. NOx lifetime—the time that NOx persist in 

the atmosphere before being removed by physical and chemical loss pathways—is estimated from 

aircraft and satellite observations to be between 2 and 11 hours in the summer, and between 6 and 

29 hours in the winter (Jaeglé et al., 2018; Kenagy et al., 2018; Lange et al., 2022). In the winter, 

PM2.5 pollution episodes are dominated by particulate nitrate and ammonium nitrate, for which 

NOx is an essential precursor (Cheng et al., 2024; Hand et al., 2012; Turkiewicz et al., 2006). 

While high ozone episodes predominantly occur during the summer, high ozone concentrations 

can occur in the winter, particularly in valleys surrounded by mountains during prolonged winter 

inversions (Mansfield & Hall, 2013; Matichuk et al., 2017). Isolating the covariable influences of 

emissions, meteorology, and chemical processes on wintertime air quality at local and regional 

scales is difficult with observations alone. 

Parsing these factors could be achieved through simulations of the atmosphere using 

chemical transport models (CTM), such as the U.S. EPA’s Community Multiscale Air Quality 

model (CMAQ). Given meteorological and emissions inputs, CMAQ simulates hourly 

atmospheric composition on a three-dimensional grid using complex parameterizations of 

chemical processes (Appel et al., 2021b). However, the accuracy of CMAQ and all CTMs are 

limited by simplifications to chemical processes that are necessary for computing resources, and 

the accuracy of inputs, such as emissions inventories. To isolate the impacts of meteorology-

dependent emissions on wintertime air quality using CMAQ, that dependence must be represented 

in the emissions inputs.  
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This study aims to improve the representation of one key temperature-dependent emissions 

source sector: residential fuel combustion for home heating. To improve the representation of these 

emissions, we developed a method for temporally allocating annual residential fuel combustion 

emissions that reflects local variability in temperature-dependent changes in heating demand. 

1.2 Wintertime NOX Chemistry and Meteorology Interactions 

The physical and chemical loss pathways determining the atmospheric lifetime of NOX are 

modulated by meteorological variables, such as temperature, relative humidity, and boundary layer 

height (e.g., Jaeglé et al., 2018; Kenagy et al., 2018; Lange et al., 2022; Ying, 2011). Physical loss 

pathways for NOX within the boundary layer include wet and dry deposition and mixing with the 

free troposphere, which is controlled by atmospheric stability and advective transport. In the 

midlatitudes, the role of meteorology in NOX chemistry becomes more pronounced in winter when 

shorter days and lower solar radiation reduce photochemical reactivity, and lower concentrations 

of biogenic volatile organic compounds (VOCs) reduce VOC reactivity.  

Chemical loss pathways involve the transformation of NOX to other chemical species, such 

as nitric acid (HNO3), dinitrogen pentoxide (N2O5), or nitryl chloride (ClNO2). N2O5 and ClNO2 

form at night and can act as reservoir species of NOX, as NOX can be rereleased in the daytime 

with the thermal dissociation of N2O5 and photolysis of ClNO2 if they have not been removed by 

other processes (Kenagy et al., 2018). HNO3 (and N2O5 through conversion to HNO3) is a precursor 

for secondary particulate nitrate (Jaeglé et al., 2018; Mezuman et al., 2016; Ying, 2011), which is 

a substantial component of wintertime PM2.5 species (Hand et al., 2012). Colder temperatures and 

higher humidity impact this loss pathway by increasing the production of ClNO2 and favoring the 

partitioning of HNO3 to particulate nitrate (Jaeglé et al., 2018; Kenagy et al., 2018).  
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A shallow boundary layer, either due to nocturnal stagnation or wintertime inversions, can 

increase the role of N2O5 chemistry. A study of a wintertime pollution episode in California’s 

central valley showed that wintertime inversions limiting boundary layer growth lead to high 

concentrations of NOX and a rapid increase in particulate nitrate (Ying, 2011). Similarly, persistent 

cold air pool events in Salt Lake City, Utah have been associated with high particulate nitrate 

concentrations due to atmospheric stagnation (Sun et al., 2021). Furthermore, low VOC reactivity 

in the winter suggests that NOX lifetimes increase with increasing concentrations (Laughner & 

Cohen, 2019; Valin et al., 2013). Because of the impacts of meteorology and time of day on the 

fate of NOx in the atmosphere, accurate representations of when NO is emitted by temperature-

dependent emissions sources is essential for capturing the impacts on ambient NOX, PM2.5, and 

ozone concentrations. 

1.3 Residential Fuel Combustion Emissions 

Residential fuel combustion for home heating is one important temperature-dependent 

emissions source sector, as energy demand for space heating is directly dependent on outdoor 

temperatures (Quayle & Diaz, 1980; Ranson et al., 2014). In the United States, most residences 

are heated by burning fuels such as natural gas, heating oil, or wood (U.S. Energy Information 

Association (EIA), 2023), releasing combustion emissions into the atmosphere. Studies on the air 

quality impacts of residential heating have focused on the role of wood and biomass burning, which 

contributes roughly a third of organic aerosols observed in some regions of North America in 

winter (Jeong et al., 2008; Schroder et al., 2018). Residential heating emissions contribute to 

increased mortality in the U.S., particularly due to the contribution to PM2.5 from wood burning 

(Arunachalam et al., 2016; Dedoussi et al., 2020).  
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In the 2020 Residential Energy Consumption Survey from the U.S. EIA, wood was 

reported to be the primary heating fuel source in less than 2% of homes in the U.S., with most 

homes relying on natural gas boilers (~51%), and ~8% of homes using fuel oil, kerosene, or 

propane (U.S. EIA, 2023). For non-wood residential fuel combustion (RFC), NOX are the major 

pollutant of concern. In the 2017 National Emissions Inventory (NEI) from the U.S. EPA, RFC 

contributed 2.6% of total annual anthropogenic NOx emissions across the U.S., and as much as 

29.8% in some counties (Figure 1.1; U.S. EPA, 2021a). Electrification of building heating would 

decrease or remove home heating emissions, so quantifying the spatial and temporal contribution 

of RFC emissions to ambient wintertime air quality is important to understand the impact of such 

efforts.   

 

Figure 1.1. The percentage of annual total anthropogenic NOx from RFC per county in the 2017 

NEI. The upper bin boundary of each bin corresponds to the 10th, 25th, 50th, 75th, 90th 

percentiles of the data, respectively, with the final bin extending to the maximum 

percentage.  
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1.3.1 Estimating Residential Fuel Combustion Emissions 

Residential fuel combustion emissions for all fuel types (e.g., wood, natural gas, etc.) are 

part of the nonpoint emissions sector, also called area source emissions, which include any 

stationary emissions sources without a specific release point. The general approach for estimating 

annual residential fuel combustion emissions for a given area is to estimate the annual consumption 

of each fuel type (i.e., activity data) and multiply the consumption by emission factors specific to 

each fuel and pollutant. To prepare an emissions inventory for use in a CTM such as CMAQ, 

annual emissions are allocated in space to a user-defined horizontal grid, and in time as an hourly 

emission rate using an emissions processing software.  

1.3.1.1 Residential Wood Combustion (RWC) 

For the U.S. EPA’s NEI and CMAQ modeling platforms, residential wood combustion 

(RWC) emissions are estimated based on outdoor temperatures. Annual RWC county-level wood 

consumption is calculated using variables parameterized from a regression analysis that used a 

temperature-based metric, heating degree days (HDDs), as a predictor (U.S. EPA, 2023b). For the 

2017 and 2020 NEIs, wood consumption was estimated based on the number of homes in a county, 

the fraction of homes using each appliance type, the burn rate for each appliance, and a county-

specific wood density factor (U.S. EPA, 2021a, 2023b). These county-level activity estimates were 

then multiplied by empirically-derived emissions factors specific to appliance and wood types. 

For modeling applications, annual RWC emissions are allocated to a user defined grid 

using spatial surrogates based on the number of housing units using wood as a primary fuel source 

(Adelman, 2016). Emissions are then distributed to each day based on daily minimum temperature, 

using a county-specific annual-to-day profile that was developed from a regression analysis 

designed to predict observed PM2.5 concentrations using meteorological variables (Adelman et al., 



7 

 

2010). Days with minimum temperatures above a 50°F threshold are assigned zero emissions (U.S. 

EPA, 2022, 2025). This daily allocation method was first implemented in the U.S. EPA’s 2007 

modeling platform, published in 2012, which replaced the prior approach of uniformly allocating 

emissions by season (U.S. EPA, 2012). 

1.3.1.2 Non-Wood Residential Fuel Combustion (RFC) 

Emissions from RFC—which includes natural gas, distillate heating oil, liquid petroleum 

gas (LPG), kerosene, and coal—are not estimated or allocated in time based on temperature for 

either the annual county-level NEI or U.S. EPA’s modeling platforms.  

The methodology used to estimate annual county-level emissions for the 2014, 2017, and 

2020 NEIs (U.S. EPA, 2021a, 2021c, 2023a) calculates activity data with state-level energy 

consumption data from the U.S. EIA State Energy Data System (SEDS). The state-level 

consumption data is distributed to each county by the proportion of houses that reported using each 

fuel type in the U.S. Census Bureau’s 5-year estimate Census Detailed Housing Information. The 

county-level fuel consumption is multiplied by empirically-derived emissions factors specific to 

each fuel type for all chemical species that are relevant for estimating hazardous and criteria air 

pollutants (U.S. EPA, 1996). Similar methods have been used to develop annual RFC emissions 

estimates in other countries, such as Canada (Environment and Climate Change Canada, 2025), 

Italy (Aste et al., 2009, 2013), and Belgium (Cornette & Blondeau, 2024).  

For the U.S. EPA’s modeling platforms, annual RFC emissions are allocated to a 12 km 

horizontal domain using spatial surrogates for each fuel type (Adelman, 2016). Annual emissions 

are then allocated in time to create hourly estimates for emission rates using profiles for annual-

to-month, month-to-day-of-week, and diurnal profiles. For the annual-to-month profiles, each 

month is allocated a fixed fraction of emissions either by season (for model years 2019 and earlier 
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platforms, e.g., Foley et al., 2023) or month (for model years 2020-2022 platforms, e.g., U.S. EPA, 

2025). The month-to-day-of-week profiles are flat, so each day in a season or month is allocated 

equal emissions. These temporal allocations of RFC emissions do not include any temperature or 

meteorological dependence to determine daily emissions, despite previous research identifying 

direct correlations between heating energy use and outdoor temperatures (Quayle & Diaz, 1980; 

Ranson et al., 2014). The daily co-variability between RFC emissions and meteorology is not 

represented, so current atmospheric modeling is not able to parse the impact of RFC emissions on 

wintertime pollution episodes from meteorology and chemistry. 

1.4 Research Objectives  

For this study, we develop and evaluate an hourly emissions inventory for RFC that reflects 

daily variability due to temperature-based changes in heating demand. To achieve this goal, we 

created an annual-to-day temporal allocation method for annual RFC emissions based on a 

temperature-based proxy for heating demand, heating degree days (HDD). Furthermore, we use a 

diurnal profile for hourly allocation that more closely represents heating demand than the profile 

currently used for RFC in the U.S. EPA’s emissions modeling.  

In this thesis, we investigate how using temperature-based daily scaling (DS) approach 

impacts the allocation of RFC emissions compared to a seasonal-scaling (SS) approach across 

climate regions in the U.S. We assess how changing the diurnal allocation of emissions impacts 

the nocturnal and daytime emission distributions. Chapter 2 of this thesis details the data and 

methodology used in this study. Chapter 3 presents the results and evaluation of the DS RFC 

emissions inventory, with a primary focus on NOx emissions. Chapter 4 discusses key findings 

and conclusions in context of previous studies are discussed, and poses future research directions. 
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Chapter 2 Data and Methods 

2.1 Overview  

We created an hourly, gridded temperature-dependent emissions inventory (EI) for non-

wood residential fuel combustion (RFC) for the contiguous United States (CONUS) (i.e. the lower 

48 states and Washington D.C.). The emissions inventory was developed for the 2019 emissions 

year to integrate with the U.S. Environmental Protection Agency’s (U.S. EPA) Air QUAlity TimE 

Series Project (EQUATES) 2019 modeling platform for the Community Multiscale Air Quality 

(CMAQ) model (U.S. EPA, 2021b; U.S. EPA Office of Research and Development, 2024). Annual 

county-level RFC emissions from the U.S. EPA’s 2017 National Emissions Inventory (NEI) were 

allocated in space to a 12 km by 12 km grid following U.S. EPA methods (Foley et al., 2023), and 

in time using a new temporal scaling approach that uses daily temperature to allocate emissions 

based on heating degree days (HDDs). HDDs are a measure of heating demand based on average 

daily temperature, which assumes that no heating is required when outdoor temperatures are above 

a certain reference temperature (typically 18.3°C, or 65°F). HDDs are widely used to estimate 

energy demand required for space heating in the peer-reviewed literature (e.g., Gesangyangji et 

al., 2024; Kennard et al., 2022; Petri & Caldeira, 2015; Thom, 1954) and by the U.S. Department 

of Energy (U.S. EIA, 2024). Using HDDs allows us to assign heating emissions proportionally 

with temperature to days on which we expect home heating to be required, and not to days with 

warmer outdoor temperatures.  

A flowchart describing the processing steps to develop the temperature-scaled emissions 

inventory for RFC is shown in Figure 2.1. Annual, county-level RFC emissions from the 2017 NEI 

were processed using the U.S. EPA’s emissions processing software, the Sparse Matrix Operator 

Kernal Emissions (SMOKE) program (Baek & Seppanen, 2021) to prepare unscaled daily 
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emissions files. The annual-to-day HDD-based scaling factors were applied to the unscaled 

emissions files resulting in daily temperature-dependent RFC emissions files. The data sources, 

scaling factor development, SMOKE emissions processing steps, and the post-processing steps, 

are described in the sections to follow. 

 

Figure 2.1. Flowchart of the development process for temperature-scaled RFC EI. 
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2.2 Data Sources 

The EQUATES 2019 modeling platform includes a collection of inputs published by the 

U.S. EPA for the CMAQ photochemical model to simulate hourly atmospheric chemistry across 

CONUS for 2019 (Foley et al., 2023; U.S. EPA, 2021b). The EQUATES 2019 inputs include 

hourly, gridded meteorology, emissions inventories, and initial and boundary conditions on a 12 

km horizontal grid covering CONUS with 35 vertical layers, called the “12US1” domain (Figure 

2.2). The EQUATES 2019 CMAQ-ready inputs are windowed to a smaller domain that includes 

less area of Canada and Mexico, called the “12US2” domain (Figure 2.2). In addition to the 

CMAQ-ready inputs, the U.S. EPA provides the ancillary files and programs required to create the 

emissions inventories using U.S. EPA’s emissions processing software, the Sparse Matrix Operator 

Kernal Emissions (SMOKE) program (Baek & Seppanen, 2021). Many emissions sectors 

including RFC in the 2019 EQUATES modeling platform are based on annual county-level 

emissions from the 2017 NEI (Foley et al., 2023), which are allocated in space and time using 

SMOKE. The U.S. EPA also published monthly and annual emissions summaries from the 

EQUATES project for select chemical species, which were used in this work to compare with the 

temperature-based RFC emissions inventory. 

The 2019 meteorological inputs from the EQUATES project were derived from simulations 

conducted in Weather Research and Forecasting (WRF) model version 4.1.1 for 2019, then 

processed using the Meteorology - Chemistry Interface Processor (MCIP) version 5.0. WRF was 

run with a hybrid, terrain-following vertical coordinate system (Beck et al. 2020). Other WRF 

inputs and settings selected by the U.S. EPA included: 500 m land cover data from the Moderate 

Resolution Imaging Spectroradiometer (MODIS); sea surface temperature from the North 

American Mesoscale Forecast System (NAM); data assimilation analysis fields from NAM, with 
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ECMWF Reanalysis (ERA) data substituted when NAM data were missing; Morrison 

microphysics; Rapid Radiative Transfer Model for GCMs (RRTMG) longwave and shortwave 

radiation; Pleim Surface Layer and Pleim-Xiu Land-Surface model; ACM2 boundary layer 

mixing; the Kain-Fritsch + Ma and Tan (2009) trigger 2 (KF2) sub-grid convection scheme; three-

dimensional grid nudging and indirect soil nudging; and no lightning assimilation (U.S. EPA, 

2021b). 

 

Figure 2.2. Horizontal extent of the 12US1 and 12US2 modeling domains.  

2.3 Temperature-Dependent Annual-to-Day Temporal Scaling 

Factors 

We developed annual-to-day temporal scaling factors for each grid cell of the 12US2 

modeling domain to allocate a proportion of annual total RFC emissions to each day based on 

HDDs, using a reference temperature of 18.3°C (65°F) per the U.S. EIA. RFC emissions only 
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include emissions from U.S. based sources, which is covered by the 12US2 domain. The annual-

to-day temporal scaling factors were developed to be multiplied by daily gridded emissions files 

for RFC emissions as a post-processing step following the SMOKE emissions processing 

described below. Two-meter air temperature data from the EQUATES 2019 MCIP meteorological 

files were used to calculate daily HDD at each grid cell (i, j) of the 12US2 domain (HDDd,i,j) 

following Equation 1, where 𝑇̅𝑑,𝑖,𝑗 is the average daily temperature at grid cell (i, j).  

𝐻𝐷𝐷𝑑,𝑖,𝑗 = {
18.3 − 𝑇̅𝑑,𝑖,𝑗 , 𝑖𝑓 𝑇̅𝑑,𝑖,𝑗 < 18.3°𝐶

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (1) 

The MCIP files have the Coordinated Universal Time (UTC) time zone, therefore daily average 

temperatures at each grid cell were based on days defined by the UTC time zone. Daily scaling 

factors at each grid cell (SFd,i,j) were calculated as the daily HDDs divided by the annual total 

HDDs (Equation 2) 

𝑆𝐹𝑑,𝑖,𝑗 =
𝐻𝐷𝐷𝑑,𝑖,𝑗

∑ 𝐻𝐷𝐷𝑑,𝑖,𝑗
365
𝑑=1

(2) 

 Daily emission files for nonpoint sources from SMOKE version 4.8.1 (the version used for 

this research, and by the U.S. EPA for the EQUATES 2019 modeling platform; Baek & Seppanen, 

2021) are four dimensional arrays of hourly, gridded emissions in NetCDF file format with 25 

hours. The 25th hour of the daily files is the first hour of the following day. To multiply the scaling 

factors by the daily emissions files, the scaling factors were saved in daily NetCDF files with 

dimensions matching the emissions files, with the 25th time step equal to the scaling factors for 

the following day. Scaling factors were developed using Python version 3.11.4. 

2.4 Temperature-Dependent RFC Emissions Inventory 

To apply the scaling factors to RFC emissions, we needed emissions files that included 

only RFC emissions. In the U.S. EPA’s emissions modeling platforms, RFC emissions are included 
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in the nonpoint emissions sector. The nonpoint emissions sector, also called area source emissions, 

includes any stationary emissions sources that do not have a specific release point. While some 

nonpoint sources are prepared separately, such as area fugitive dust or residential wood 

combustion, most nonpoint source categories are prepared as one combined category. RFC 

emissions are grouped with other nonpoint emissions categories in all U.S. EPA’s emissions 

modeling platforms, which were the foundation of the 2019 EQUATES modeling.  

To separate the residential fuel combustion emissions from other nonpoint emissions 

source categories, I used the U.S. EPA’s emissions processing software, SMOKE version 4.8 (Baek 

& Seppanen, 2021).  SMOKE is a Fortran-based program used to create photochemical-model 

ready emissions inventories from emissions inputs, typically from the NEI for nonpoint sources, 

though other inputs can be used. The annual emissions inventories are temporally allocated to 

hourly values, chemically speciated such that all model-ready emissions are mapped to the 

appropriate chemical species for the user-specified chemical mechanism, then spatially allocated 

to a user defined grid by spatial surrogates.  

In the EQUATES 2019 SMOKE ancillary files, temporal allocation of annual RFC 

emissions occurs by applying one annual-to-month, one month-to-day-of-week, and one day-to-

hour profile to the entire domain. Representative days for each day of the week, weekends, and 

holidays are output, not daily files, though there is no distinction between these day types for RFC. 

Representative days are used for other source categories included in nonpoint emissions, but not 

for RFC. Therefore, in the EQUATES platform, RFC emissions have seasonal and hourly 

variability, but not weekly. Chemical speciation occurs by mapping the chemical species in the 

NEI to the Carbon Bond version 6 with Aerosol Extension version 7 (CB6AE7) chemical 

mechanism. The CB6AE7 maps to 56 chemical species including nitrogen oxide (NO), nitrogen 
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dioxide (NO2), sulfur dioxide (SO2), and many volatile organic compound (VOC) species. Finally, 

emissions are gridded from the county-level to the 12 km 12US1 domain using spatial surrogates.  

2.4.1 SMOKE Emission Processing Runs 

Two SMOKE runs were conducted to prepare RFC emissions for this analysis: one using 

the EQUATES 2019 default seasonal scaling (SS) approach for temporal allocation, and one to be 

temporally allocated using our temperature-dependent daily scaling (DS) approach. For the SS 

run, RFC emissions were isolated from other nonpoint emissions sources without modification to 

the temporal allocation or other settings in SMOKE. These files are equivalent to the RFC portion 

of the nonpoint emissions in the EQUATES 2019 platform, which have not previously been 

isolated for an RFC-specific assessment. The second SMOKE run was conducted to be scaled by 

the HDD-based DS factors in post-processing, with modifications to the temporal allocation 

profiles from the EQUATES 2019 defaults (see Figure 2.1). 

For both SMOKE runs, the 2017 NEI nonpoint emissions input file from the EQUATES 

2019 SMOKE ancillary files1 was modified to only include emissions from the five source 

classification codes (SCC) associated with RFC emissions, which are tied to fuel type—natural 

gas (2104006000), distillate oil (2104004000), liquified petroleum gas (2104007000), kerosene 

(2104011000), and coal (2104002000). While the coal source category was included for 

consistency with previous NEI versions, there are zero RFC emissions from coal in the 2017 NEI.  

For the SS run, no changes were made to the temporal allocation profiles, chemical 

speciation, or spatial allocation from the EQUATES 2019 settings. The EQUATES 2019 default 

 

 

1 Nonpoint emissions input file from EQUATES 2019 ancillary SMOKE files: 

‘2017NEIpost_NONPOINT_20210129_08nov2021_v6.csv’ 
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annual-to-month, month-to-day-of-week, and day-to-hour temporal profiles are shown in Figure 

2.3. SMOKE applies all temporal profiles in local time, then shifts to UTC accounting for time 

zone and daylight-saving time. The annual-to-month profile assigns a proportion of emissions to 

each season2 for each RFC SCC except for kerosene, which uses a flat annual-to-month profile 

(Figure 2.3a).3 The month-to-day-of-week profile is flat for all RFC SCCs,4 such that all days 

within a season have identical emissions (Figure 2.3b). The day-to-hour diurnal profile allocates 

the emissions in a bell-curve that peaks in midday local time (Figure 2.3c).5 This diurnal profile 

(profile 26) is typically used for source categories that do not have source-specific diurnal data 

(Beidler, 2025). However, because heating demand typically increases during colder nighttime 

hours, this profile is not likely to be representative of diurnal RFC emission rates.  

Though SMOKE outputs 101 representative day files, the SS emissions files fall into one 

of five categories with identical emissions within each: winter months (December, January, 

February); spring before daylight savings starts (on March 9, 2019); spring months after daylight 

savings starts (March 9 to May 31); fall months before daylight savings ends (September to 

November 2); and fall after daylight savings ends (November 2 to November 30). 

For the second RFC SMOKE run intended for post-processing to apply the HDD-scaling 

factors (DS), the only changes made to the first run were to the temporal profiles used in temporal 

allocation of RFC emissions (Figure 2.3). A flat annual-to-month profile was applied for all RFC 

 

 

2 In the EQUATES 2019 platform, RFC SCCs except kerosene use monthly profile number 485 in SMOKE ancillary 

file: “amptpro_general_2011platform_tpro_monthly_6nov2014_12oct2021_v9” 
3 In the EQUATES 2019 platform, kerosene uses the flat monthly profile number 262 in SMOKE ancillary file: 

“amptpro_general_2011platform_tpro_monthly_6nov2014_12oct2021_v9” 
4 All RFC SCCs use the flat weekly number 7 defined in SMOKE ancillary file: 

“amptpro_general_2011platform_tpro_weekly_6nov2014_09sep2016_v2” 
5 In the EQUATES 2019 platform, all RFC SCCs use diurnal profile 26 defined in SMOKE ancillary file: 

“amptpro_general_2011platform_tpro_hourly_6nov2014_07oct2021_v9” 
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SCCs, and the flat month-to-day-of-week profile. For the diurnal profile, the default diurnal profile 

26 was replaced with the profile developed for outdoor hydronic heaters (SCC=2104008610), 

which is included in the residential wood combustion source category.6 The updated diurnal profile 

allocates most emissions to evening and morning hours local time, and fewer emissions to midday 

(Figure 2.3). In the resulting SMOKE output, the unscaled emissions are identical across all 101 

representative days, except for offsets due to standard versus daylight saving time. 

 

 

6 Outdoor hydronic heater diurnal profile 1500 define in SMOKE ancillary file: 

“amptpro_general_2011platform_tpro_hourly_6nov2014_07oct2021_v9” 
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Figure 2.3. Temporal allocation profiles used in SMOKE. (A) Annual-to-month profile for RFC 

SCCs in EQUATES 2019 modeling platform, excluding kerosene, and the flat profile 

used for HDD-scaling, which is also the EQUATES default for kerosene; (B) flat 

month-to-day-of-week profile used in both the EQUATES platform and HDD-scaling; 

(C) day-to-hour profiles for the EQUATES platform and for the HDD-scaled 

emissions. 
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2.4.2 RFC Emissions Post-Processing 

Following each SMOKE run, the emission output files were spatially windowed from the 

12US1 domain to the 12US2 domain (Figure 2.2). Next, representative daily emissions files were 

mapped to each calendar date accounting for temporal allocation and daylight savings time shifts. 

For the SS run, five representative files were used to map onto the day of the year: one for winter 

months; one for spring before daylight savings starts (on March 9, 2019); one for spring months 

after daylight savings starts (March 9 to May 31); one for fall months before daylight savings ends 

(September to November 2); and one for fall after daylight savings ends (November 2 to November 

30). For the DS run, one representative file was used for dates with standard time, and one 

representative file was used for dates with daylight saving time. 

Each daily emissions file included 56 variables of chemical species with hourly emission 

rates in either moles per second (mol/s) or grams per second (g/s). To generate the DS RFC 

emissions files, the HDD-based scaling factors were applied to the flat daily emission files using 

the following operation (Equation 3): 

𝐸𝑆,𝑣,𝑖,𝑗 =  𝐸𝑈,𝑣,𝑖,𝑗 ∗ 365 ∗ 𝑆𝐹𝑖,𝑗 (3) 

where ES,v,i,j is the scaled hourly emission rate (mol/s or g/s) for each variable v at grid cell (i, j), 

EU,v,i,j is the unscaled hourly emission rate, SFi,j is the array of daily HDD-based scaling factors (in 

units of years per day), and 365 is the number of days over which the emissions inventory was 

uniformly distributed in SMOKE (units of days per year). The resulting emission files represent 

daily, temperature-scaled emission for the RFC source sector, prepared such that they can be 

merged with the EQUATES 2019 modeling platform to be used for photochemical modeling 

applications.  
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2.5 Climate Regions for Evaluation of RFC Emissions 

To evaluate the regional impacts of the temperature-scaling approach and associated 

changes to RFC emissions, we mapped the 12US2 grid cells to climate zones as defined by the 

2021 International Energy Conservation Code (IECC). IECC climate zones for CONUS are split 

into seven thermal regimes (1-7), ranging from very hot (zone 1) to very cold (zone 7), and three 

moisture zones (A-C): humid (A), dry (B), and marine (C) (Antonopoulos et al., 2022; Figure 2.4). 

Thermal and moisture classifications are determined in the IECC for each county based on annual 

average HDDs, cooling degree days (CDD), and precipitation (International Code Council, 2025). 

We allocated a shapefile of IECC climate zones by county to the 12US2 domain, such that each 

grid cell of the modeling domain was assigned one climate zone (Figure 2.4). For this research, 

we focus on the RFC emissions in zones 2 through 7, as the very hot climate zone (zone 1) has 

little to no heating demand (Antonopoulos et al., 2022).  

 

Figure 2.4. IECC Climate Zones gridded onto the 12US2 domain to classify each grid cell. 
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2.5.1 Regional Examples of Temperature-Based Scaling Factors 

For illustrative purposes, we discuss examples of how daily mean temperatures were 

translated to daily scaling factors for two representative grid cells: one in a hot climate, Houston, 

Texas, and one a cold climate, Minneapolis, Minnesota (Figure 2.5b-d). These two locations were 

identified from the counties with the highest 2019 populations7 within the IECC hot zone (zone 2) 

and the IECC cold zone (zone 6). Figure 2.5a shows the annual total HDDs derived from the 

EQUATES 2019 WRF/MCIP files for each grid cell overlapping CONUS of the 12US2 domain. 

Annual total HDDs range across CONUS from 7.2 in the far southeast of CONUS, to 7,930.3 in 

the mountainous regions in the west (Figure 3.1a). Figure 2.5b-d steps through daily mean 

temperatures (Figure 2.5b), the calculated HDDs (Figure 2.5c), and the final DS factors for each 

location, with the SS factors for comparison (Figure 2.5d).  

Minneapolis, MN had 4,486 annual total HDDs (Figure 2.5a). Daily mean two-meter air 

temperatures in Minneapolis, MN ranged from -29.1°C to 28.9°C throughout the year (Figure 

2.5b). In Minneapolis, days with mean temperature greater than or equal to 18.3°C only occurred 

between May through September. Since days with mean temperature greater than 18.3°C have 0 

HDDs, HDDs in Minneapolis was equal to 0 for some days in May, June, and September, and all 

days in July and August (Figure 2.5c).  

In Figure 2.5d, the comparison of the final scaling factors for the DS approach compared 

with the scaling factors used for the SS approach is shown (Figure 2.5d). In Minneapolis, there 

was a greater allocation of emissions to days in early spring months (March and April) and late 

 

 

7 Data for county population in 2019 were the Annual Resident Population Estimates from the U.S. Census Bureau, 

which were based on the 2010 Census (U.S. Census Bureau, 2020). 
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fall months (October and November) in the DS approach compared to the SS approach, when cold 

temperatures were nearly as prevalent as in the winter months (Figure 2.5d). This suggests that the 

SS approach overallocates emissions to winter months in Minneapolis. Conversely, May and 

September had lower scaling factors in the DS approach than in the SS approach. The day with the 

coldest mean daily temperature (-29.1°C in late January) had the highest scaling factor at ~0.01, 

meaning ~1% of annual total RFC emissions were allocated to that day for that grid cell. 

Houston experienced 623.5 HDDs (Figure 2.5a), with daily mean temperatures ranging 

from 4.7°C to 31.9°C throughout the year (Figure 2.5b). Every month except for January had days 

where daily mean temperature was higher than the HDD reference temperature, 18.3°C. As a 

result, there were days in all months except January where HDD was 0, indicating no heating 

demand (Figure 2.5c). Comparing the DS approach scaling factors to the SS approach scaling 

factors, heating emissions in Houston were reallocated to fewer individual days, since most days 

of the year were warmer than 18.3°C and therefore not expected to require residential heating 

(Figure 2.5d).  

Because the scaling factors represent the fraction of annual total emissions allocated to a 

given day, the sum of scaling factors over the year at a given location is equal to 1 (Figure 2.5d). 

The magnitude of the DS factors for Houston are often larger than the DS factors for Minneapolis 

because Houston experienced fewer days with heating demand than Minneapolis. Minneapolis had 

more days with heating demand than Houston, therefore emissions are allocated across more days 

and individual days may have a lower fraction of emissions, i.e. lower scaling factors. The 

magnitude of the scaling factors is not analogous to the magnitude of annual emissions, which is 

dependent on total fuel consumption and mix of heating fuel type (e.g. natural gas, propane, etc.).  
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Figure 2.5. (a) A map of the annual total heating degree days calculated from the two-meter air 

temperature (°C) in from the EQUATES 2019 MCIP output, with a red star marking 

Houston, TX and a blue star marking Minneapolis, MN. (b-d) Daily timeseries for 

Houston (red lines) and Minneapolis (blue lines) for (b) the average daily 2-meter air 

temperature, with a dashed line indicating the 18.3°C threshold for HDDs; (c) the 

HDDs calculated from the daily mean temperature; and (d) the daily temperature-

based scaling factors developed for annual-to-day scaling of RFC, with the seasonal-

scaling (SS) default profile for comparison in black. 
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2.6 Assumptions and Limitations 

 Methods for estimating emissions for area sources such as RFC are inherently based on 

assumptions due to the lack of observational data. In our method, the application of temperature-

based scaling assumes that daily heating demand directly correlates with ambient outdoor 

temperature, and that RFC emissions directly correlate with daily heating demand. This 

assumption is based on the use of the U.S. EIA’s proxy for heating demand, HDDs. Other 

meteorological variables, such as humidity and wind speed, may also impact heating demand and 

building energy efficiency but were not directly considered in the HDD-based DS approach.  

One key assumption with using HDDs for the temporal allocation is that no heating is 

required on days with average daily mean temperatures greater than or equal to 18.3°C. In the 

U.S., space heating is the primary end use for residential fuel consumption, with water heating as 

the second highest end use (U.S. EIA, 2023). While most RFC emissions would be attributable to 

space heating, the HDD assumption may not capture the energy consumption patterns of water 

heating, as water heating demand may be less directly correlated with outdoor ambient temperature 

compared to space heating. Our method allocates zero emissions to days without heating demand 

as defined by HDDs, which is a simplification that does not necessarily reflect fuel combustion for 

fuel end uses other than space heating.   

Another assumption in our methodology is the application of a diurnal profile developed 

for wood-burning outdoor hydronic heaters (OHH) to represent the diurnal profile in RFC 

emissions from all fuel types (U.S. EPA, 2022). The OHH diurnal profile was chosen to replace 

the EQUATES 2019 default profile, which allocates most emissions of midafternoon (Figure 2.3c), 

because it was developed based on heating behavior and is relatively evenly distributed across the 

day. In the U.S. EPA’s modeling platforms, emission estimates for other types of wood-burning 
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furnaces use a profile with more temporal variability and discrete changes in emissions (U.S. EPA, 

2022). Ideally, distinct diurnal profiles derived from empirical data specific to residential fuel 

combustion would be applied for each fuel type (natural gas, kerosene, heating oil) to more 

accurately reflect diurnal heating patterns.  
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Chapter 3 Results  

In this chapter, we assess the HDD-based daily-scaling (DS) approach and the resulting 

temperature-dependent RFC emissions inventory compared to the seasonal-scaling (SS) approach. 

A comprehensive evaluation of the DS RFC emissions inventory would require simulations using 

a photochemical grid model, and comparison against ground-based and remotely sensed 

observations, which will represent the first phase on my Ph.D. research. 

The first section of this chapter focuses on the effects of the DS approach on RFC NOX 

emissions. The impacts of incorporating heating demand on scaling factors across climate regions 

is presented, as well as the translation of the scaling factors to daily NOX emissions for two 

representative grid cells. Changes to the diurnal allocation of RFC emissions are then discussed 

with respect to their implications for nighttime and daytime emissions, and the contribution of 

RFC NOX emissions to total anthropogenic NOX emissions in time. Following the discussion of 

NOX emissions, results are presented showing how the DS approach impacts the relative 

contribution of RFC emissions to total anthropogenic emissions for sulfur dioxide (SO2), primary 

fine particulate matter (PM2.5), carbon monoxide (CO), volatile organic compounds (VOCs). This 

chapter concludes with a summary of key findings.  

3.1 Impact of the DS Approach on RFC NOX Emissions 

The temperature-based DS approach temporally redistributes annual RFC NOX emissions 

relative to the SS approach, resulting in substantial percent changes in monthly total emissions 

(Figure 3.1). The monthly differences are a direct result of the temporal allocation approaches, as 

total annual emissions are constant between the DS and SS approaches. Incorporating heating 

demand to distribute emissions in time in the DS approach led to increases in the emissions 

allocated to March and November across nearly the entire domain compared to the SS approach 
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(Figure 3.1c-d). Conversely, the winter months (January, February, and December), exhibited a 

mixed pattern of increases and decreases in allocated emissions between DS and SS across 

CONUS. In January, DS decreased emissions in the north and northwest, and increased emissions 

in the south and southeast relative to SS (Figure 3.1a). In February, DS increased emissions 

compared to SS in some central states and in the southwest, but decreased them elsewhere, with 

up to a 100% decrease in the southeast (Figure 3.1b). In December, DS decreased emissions 

allocated to much of the country relative to SS, with increases in emissions to southern states 

(Figure 3.1e).  
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Figure 3.1. Percent change in RFC NOX emissions between the DS approach and SS approach for 

(a) January, (b) February, (c) March, (d), November, and (e) December, with 

maximum and minimum values listed. 

The spatial patterns in emissions changes between the SS and DS approaches shown in 

Figure 3.1 can be explained by the differences in the HDD-based daily scaling factors by climate 

region. Figure 3.2 shows the median daily scaling factors over time by International Energy 

Conservation Code (IECC) climate zone (see Figure 2.4 in Chapter 2: Methods and Data), with 
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shading representing the interquartile range (IQR) of the data. All plots in Figure 3.2 show the SS 

profile for reference, which is identical across the domain. Across all climate zones, DS varied 

from day-to-day with heating demand (Figure 3.2). Winter months (January, February, December) 

for all zones had some days where DS had a higher median fraction of emissions allocated than 

SS, and some days with a lower median fraction of emissions allocated. In the cool to very cold 

climates (zones 5-7; Figure 3.2d-f), where daily winter temperatures are predominantly below 

18.3°C, days with high scaling factors in the winter reflected periods with particularly high heating 

demand. This could be the influence of extreme cold events that would not be captured by the SS 

approach.  

In March and November, the DS approach allocates a greater fraction of emissions than SS 

approach for all climate zones. In temperate climates, November through March are often 

considered part of the heating season (Belova et al., 2018; Gesangyangji et al., 2024; Hartley & 

Robinson, 2000; Shen & Liu, 2016). Gesangyangji et al. (2024) defined heating seasons as months 

when heating demand (defined by HDDs) exceeded cooling demand (defined by cooling degree 

days). Based on historical data from 1986-2010, March and November were part of the heating 

season for all U.S. states except for Florida (Gesangyangji et al., 2024). The universal increase in 

median scaling factor in March and November when accounting for heating demand in the DS 

approach suggests that the SS approach may underestimates RFC emissions in the beginning and 

end of the heating season. 

All climate zones calculated with DS had at least one day with median scaling factor equal 

to 0, indicating no heating demand. The median scaling factors in the hot climate zone (zone 2), 

had the greatest range of all climate zones (Figure 3.2a). In zone 2, days with median temperatures 
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below 18.3°C are uncommon, therefore colder days were assigned a high fraction of annual RFC 

emissions (Figure 3.2a).  

For the warm to cool climates (zones 3-4), there were nearly no emissions allocated to 

summer months for the humid (A) and dry (B) moisture regimes. However, marine zones (3C, 4C, 

5C)—which contain counties along the Pacific Coast in Washington, Oregon, and California—

have the highest fraction of emissions allocated to summer months of all climate zones (Figure 

3.4b-d). Because higher fractions of RFC emissions are allocated to summer months in marine 

zones, winter months—particularly January and December—are assigned a lower fraction of 

emissions for DS compared to SS. While zones 3, 4 and 5 have differing magnitudes of heating 

demand (by definition), the distribution of the heating requirements are similar throughout the year 

between their dry and humid counterparts. 
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Figure 3.2. Median DS factor by IECC climate zone (subplots by thermal zones 2-7, with 

individual lines separating moisture classifications), with shading showing the IQR, 

and black reference lines showing the SS factors. IECC climate zone 7 does not have 

moisture classifications. 
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 From Figure 3.2, the DS approach generally allocates more emissions to March and 

November and less to May and September compared to the SS approach. The spatial patterns of 

which months have the greatest increases and decreases in annual RFC fraction from the DS 

approach to the SS approach are shown in Figure 3.3. Across the 12US2 domain, nearly all grid 

cells have the greatest increase in RFC fraction allocated to either March or November (Figure 

3.3a). Some locations in Florida, Texas, New Mexico and southern California have the greatest 

increase in allocation in January or December, as fewer days with heating demand in hot climates 

results in a greater allocation to individual cold days in winter months (Figure 3.3a). Along some 

mountain ranges and in the cool marine climate zone (5C), the greatest increase in RFC fraction 

occurred in June (Figure 3.3a). Across most grid cells, the greatest decrease in RFC fraction 

occurred in May or September (Figure 3.3b). The other months with the largest decreases were 

January, February and December, particularly in northern regions where a higher proportion of 

emissions were reallocated to March and November and away from core winter months (Figure 

3.3b). For example, mountainous regions in the Northwest predominantly had the largest decreases 

in the winter months because ambient temperatures are cold enough to have heating demand year-

round. Overall, the DS approach reflects regional and seasonal heating demand by redistributing 

RFC emissions away from May through September, and toward March and November when 

heating demand can be as pronounced as during winter months. 
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Figure 3.3. Maps showing which month has (a) the greatest increase in annual RFC fraction from 

SS to DS, and (b) the greatest decrease in annual RFC fraction from SS to DS at each 

grid cell. 
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The median percent change in NOX emissions for DS relative to SS for January, February, 

March, November, and December are summarized by IECC climate region in Table 3.1, providing 

further insight into the spatial patterns shown in Figure 3.1. For most mixed to very cold climate 

regions (zones 4-7), winter months had a negative percent change in NOX emissions between DS 

and SS (Figure 3.1; Table 3.1). Hot (zone 2) and warm (zone 3) climate regions showed more 

diverse median percent changes in winter. The hot-dry zone (2B) and warm-dry zone (3B) showed 

median increases for all months in November through March. In March and November, all climate 

regions had a median increase in emissions with DS relative to SS, ranging from 33.3% in zone 

2B to 103% in zone 4A in March, and 42.4% in zone 2B to 183.7% in zone 3A in November.  

Table 3.1. Median percent change in NOX emissions from SS to DS by IECC climate zone for 

January, February, March, November, and December, with interquartile range (IQR) in 

parentheses. Shading emphasizes positive median values with light pink or dark pink, 

and negative median values with light blue or dark blue dark blue. Light color shading 

indicates if the median  the IQR changes parity (e.g., from positive to negative or vice 

versa). 

Climate 

Zone 

Climate Zone 

Name 

Median Percent Change (%; IQR in parentheses) 

Jan. (%) Feb. (%) Mar. (%) Nov. (%) Dec. (%) 

2A Hot-Humid 54.4 (24.0) -32.3 (34.1) 66.3 (17.1) 175.5 (69.7) 4.4 (9.0) 

2B Hot-Dry 46.3 (14.6) 44.5 (59.1) 33.3 (47.0) 42.4 (131.4) 29.5 (26.2) 

3A Warm-Humid 25.4 (12.5) -9.6 (13.8) 86.8 (18.7) 183.7 (45.8) -0.4 (7.4) 

3B Warm-Dry 16.8 (23.4) 0.7 (27.2) 71.4 (33.0) 126.0 (69.9) 6.7 (16.4) 

3C Warm-Marine -20.7 (13.6) 7.1 (18.1) 90.3 (24.4) 58.3 (28.6) -16.7 (16.4) 

4A Mixed-Humid 

11.4 (7.6) -3.2 (13.9) 

103.0 

(13.3) 144.8 (33.9) -11.2 (4.7) 

4B Mixed-Dry -1.9 (14.9) -5.7 (12.8) 72.6 (22.5) 108.2 (46.2) -8.1 (10.0) 

4C Mixed-Marine -33.1 (8.8) -10.4 (8.9) 66.5 (14.7) 70.9 (25.9) -29.8 (9.2) 

5A Cool-Humid 1.0 (10.4) -1.4 (11.4) 94.5 (8.6) 112.7 (19.8) -19.0 (4.8) 

5B Cool-Dry -16.4 (13.6) -11.0 (8.6) 67.9 (18.5) 92.8 (25.1) -18.6 (10.4) 

5C Cool-Marine -38.7 (9.8) -12.9 (9.8) 55.9 (8.3) 65.3 (28.5) -36.0 (8.6) 

6A Cold-Humid -5.6 (7.5) -0.5 (15.0) 86.5 (6.3) 89.5 (16.0) -21.9 (5.1) 

6B Cold-Dry -25.8 (9.9) -9.0 (26.6) 76.7 (18.5) 84.6 (11.2) -27.7 (8.8) 

7 Very Cold -8.1 (15.0) -6.5 (19.8) 74.1 (12.0) 82.5 (13.1) -22.6 (4.2) 
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3.1.1 Regional Patterns in Monthly RFC NOX Emissions 

While heating demand—and therefore relative changes between DS and SS—may be 

comparable within climate regions, the magnitude of RFC emissions in the 2017 NEI varies 

considerably within regions and across the country. Annual emissions estimates are based total 

fuel consumption, which relates to population, and mix of heating fuel type (e.g. natural gas, 

heating oil, etc.). Maps of monthly DS RFC NOX emissions are shown in Figure 3.4. The highest 

NOX emissions from RFC were in cities in the Northeast and Midwest—particularly New York 

City, Boston, Chicago, and Detroit. A grid cell within New York City, NY, a city on the northeast 

Atlantic coast of CONUS and the most populous city in the U.S., contained the maximum monthly 

total RFC NOX emissions for January through May, and October through December, ranging from 

72.7 tons in May to 450.2 tons in January. A grid cell over San Francisco, a city in California on 

the central Pacific coast, had the maximum monthly total RFC NOX emissions in June through 

September, ranging from 6.1 tons in September to 12.4 tons in July.  

Though the western U.S. had substantial heating demand, as seen in the map of annual total 

HDDs (see Chapter 2, Figure 2.5), low populations across much of the western U.S. result in low 

RFC emissions, often with the highest monthly total NOX emissions of less than 0.001 tons. 

Sections of the U.S. particularly in the southern states had no RFC emissions allocated to months 

between May and September. The winter months (January, February, and December) and March 

and November had similar magnitudes of emissions for much of the country using the DS 

approach.  
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Figure 3.4. DS RFC NOX emissions by month in metric tons, with labels listing the maximum 

value across the domain. 
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3.1.2 Temporal Variability in RFC NOX Emission Rates at Representative Grid 

Cells 

Incorporating heating demand in the DS approach introduced daily variability in RFC 

heating emissions. Illustrative examples of how the DS approach translated to hourly NOX 

emission rates in January, February, March, November, and December at representative grid cells 

in Minneapolis, MN and Houston, TX are shown in Figure 3.5. These cities had the highest 2019 

populations in the cold and hot IECC climate zones respectively (see Chapter 2, Section 2.5.1). 

Hourly NOX emission rates are in grams per second (g/s), indicating the rate of emissions assigned 

to the entire hour. 

In the SS approach, the magnitude of emissions was higher in the Minneapolis grid cell 

compared to the Houston grid cell because Minneapolis had higher annual total emissions in the 

NEI: 293.5 tons in Minneapolis and 76.3 tons in Houston. SS emissions were identical for all days 

of a given season for each respective location, with emissions peaking at midday (Figure 3.5). DS 

emissions were variable across days, with emissions peaking during evening hours (Figure 3.5). 

The changes in peak emissions timing were due to the change in the diurnal profile between the 

SS and DS approaches.    

In the winter months (January, February, December) in Minneapolis, DS had a greater 

range in hourly emission rates than SS; SS emissions ranged from 9.3 g/s to 32.5 g/s and DS 

emissions ranged from 8.1 g/s to 45.2 g/s. The maximum DS emissions rate (45.2 g/s) was in 

January, corresponding to the coldest day of the year when with mean daily air temperature was  

-29.1°C (Figure 3.5a). DS emission rates in March and November in Minneapolis were in a lower 

range than the winter emission rates, ranging from 4.4 g/s to 35.4 g/s. Though the March and 

November emission range was lower than the DS winter months, it represented a considerable 
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increase from the SS range of 3.1 g/s to 10.9 g/s in fall months (including November) and 3.7 g/s 

to 12.8 g/s in spring months (including March).  

In Houston, the DS approach allocated zero emissions to many days due to sporadic heating 

demand. January was the only month when all days had non-zero DS emissions (Figure 3.5f). 

Houston DS emission rates in the winter months (January, February, and December) had a greater 

range that SS emission rates, ranging from 0 g/s to 21.4 g/s in the DS approach and 2.4 g/s to 8.4 

g/s in the SS approach. The two highest daily emission rates, 24.1 g/s and 23.5 g/s, occurred in 

March and November respectively, as those were the days with the coldest temperatures of the 

year. SS emission rates ranged from 0.8 g/s to 2.8 g/s in fall months (including November) and 0.9 

g/s to 3.3 g/s in spring months (including March). (Figure 3.5h-i).  
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Figure 3.5. Hourly NOX emission rates (g/s) over time for DS (solid lines) and SS (black dotted 

lines) for individual grid cells in Minneapolis, MN (a-e; blue solid lines) and in 

Houston, TX (f-j; red solid lines) in January (a, f), February (b, g), March (c, h), 

November (d, i), and December (e, j). 
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The DS approach introduced variability with temperature in daily emission rates 

throughout the year compared to the SS approach. In the SS approach, every day is assigned one 

of four emission rates depending on season, which can be seen for the Minneapolis and Houston 

grid cells in Figure 3.6. Daily DS NOX emission rates ranged from 0 tons/day to 3.12 tons/day in 

Minneapolis, with a maximum daily emission rate 70% higher than the maximum daily SS 

emission rate (1.84 tons/day; Figure 3.6a). DS in Minneapolis resulted in 107 days with zero 

emissions. In Houston, daily DS NOX emission rates ranged from 0 tons/day to 1.67 tons/day, with 

a maximum daily emission rate 249% higher than the maximum daily SS emission rate (0.48 

tons/day; Figure 3.6b). In Houston, 241 days of the year had zero emissions in the DS approach. 

As the daily variability in DS emissions is derived from temperature variability, daily NOX 

emission rates are directly correlated with outdoor air temperature (Figure 3.6c-d). In the SS 

approach, emission rates do not relate to temperature, as the flat emission rates per season span a 

range of temperatures (Figure 3.6c-d). From these examples, we see that the DS approach results 

in temperature-dependent day-to-day variability in RFC emissions, introducing a greater range of 

daily emission rates with higher peak values than the SS approach. 
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Figure 3.6. (a, b) Histograms of daily NOX emission rate (tons day-1) for DS (solid bars) and SS 

(gray, hatched bars) in (a) Minneapolis, MN (blue) and (b) Houston, TX (red). (c, d) 

The relationship between daily mean two-meter air temperature (°C) and NOX 

emission rate (tons day-1) for DS (circles) and SS (triangles) in (c) Minneapolis, MN 

(blue) and (d) Houston, TX (red). 

 

3.1.3 Change in Peak NOX Emissions by Climate Zone 

 The median percent changes in maximum daily emission rates from DS relative to SS for 

each IECC climate zone are shown in Figure 3.7, with ranges indicating the 25th and 75th 

percentiles. Across climate zones, median percent changes in maximum daily emissions ranged 

from 7.1% percent in the cool-marine climate (zone 5C) to 223.0% in the hot-humid climate (zone 

2A). In general, warmer climates had higher median percent changes in maximum daily emissions 
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compared to cooler climates. This is a result of the number of days which are assigned heating 

emissions due to heating demand (Table 2). Warmer climates had a higher number of days with 

zero emissions than cooler climates (Table 2). In a warm climate with fewer days with heating, 

more emissions are allocated to an individual day, resulting in a higher relative increase compared 

to climates with more consistent heating demand. 

Humid climates (moisture classification A) in the hot through cold climates (zones 2-6) 

had higher median percent changes than their respective dry climates (moisture classification B; 

Figure 3.7). Mixed and cool marine climates (moisture classification C) had the lowest percent 

increases of all zones (Figure 3.7), and some of the lowest median number of days with zero 

emissions (Table 2).  

 
Figure 3.7. Median percent change in the maximum daily NOX emission rate from DS relative to 

SS, with bars indicating the 25th and 75th percentiles. 
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Table 3.2. Median number of days with zero heating emissions by IECC climate zone, with IQR 

in parentheses. 

Climate Zone 
Climate Zone 

Name 

Median Number of Days with 

Zero Emissions (IQR) 

2A Hot-Humid 230 (34) 

2B Hot-Dry 229 (26.25) 

3A Warm-Humid 184 (23) 

3B Warm-Dry 170 (38) 

3C Warm-Marine 100 (69) 

4A Mixed-Humid 149 (17) 

4B Mixed-Dry 127 (46) 

4C Mixed-Marine 24 (38) 

5A Cool-Humid 110 (29) 

5B Cool-Dry 86 (36) 

5C Cool-Marine 7 (13.25) 

6A Cold-Humid 70 (23) 

6B Cold-Dry 56 (40) 

7 Very Cold 50 (30) 

 

3.1.4 Impact of Diurnal Allocation Profile 

 Figure 3.8 shows the percentage of RFC NOX emissions allocated to nighttime hours for 

DS (Figure 3.8a), for SS (Figure 3.8b), and the difference between the DS and SS values (Figure 

3.8c). Nighttime hours were defined at each grid cell as hours when the surface insolation from 

the MCIP/WRF meteorology file was equal to 0 W/m2. For the diurnal profile used with the DS 

approach, between 57.0% and 64.8% of NOX emissions were allocated to nighttime hours (Figure 

3.8a). The diurnal profile used with the SS approach allocated between 34.6% and 41.1% of 

emissions to nighttime hours (Figure 3.8b). Across the domain, the change resulted in an increase 

of emissions allocated to nighttime of 18.2% to 28.3% from SS to DS. The reallocation of NOX 

emissions from daytime to nighttime has substantial implications for atmospheric composition due 
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to the distinct chemical processes that occur between night and day with differing impacts on the 

lifetime of NOX, and production of ozone and secondary PM2.5. 

 

Figure 3.8.  (a, b) Percentage of NOX emissions allocated to nighttime hours (a) DS, (b) SS, and 

(c) the difference between the percentages in (a) and (b) (DS % - SS %). 
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3.1.5 RFC Contribution to Total Anthropogenic NOX Emissions 

Because RFC emissions are grouped within the nonpoint sector in emissions processing, 

gridded RFC emissions have not previously been made available by the U.S. EPA. While the 

National Emissions Inventory (NEI) allows the quantification of the contribution of RFC 

emissions to total annual anthropogenic emissions on a county-scale (see Figure 1.1), the 

contribution of RFC emissions on the gridded modeling domains, or in a higher resolution time 

than annually, have not previously been available. Upon request, the U.S. EPA provided annual 

and monthly emission summary data for the EQUATES 2019 platform on the 12US1 grid for total 

anthropogenic emissions of species including nitrogen oxides (NOX), sulfur dioxide (SO2), 

primary particulate matter (PM2.5), carbon monoxide (CO), and regulatory volatile organic 

compounds (VOCs) (U.S. EPA, 2021b).  

Figure 3.9 shows the total annual emissions of NOX RFC (Figure 3.9a), the emissions from 

all anthropogenic sources in the EQUATES 2019 platform provided by the U.S. EPA (Figures 

3.9b), and the percent contribution of the RFC sector to total anthropogenic NOX emissions (Figure 

3.9c). As with the monthly RFC NOX emissions distributions (Figure 3.4), the highest NOX 

emissions from RFC were in cities in the Northeast and Midwest, such as New York City, Boston, 

Chicago, and Detroit (Figure 3.9a). For all anthropogenic NOX emissions, the highest contributing 

source sector is mobile source combustion, which can be seen in Figure 3.9b in the lattice-like 

distribution of high emissions corresponding to roadways, with the highest emissions in urban 

areas.  

On average, RFC NOX emissions contributed 4.7% to total annual anthropogenic NOX 

emissions, with a maximum contribution of 68.7% to a grid cell in the mountainous regions in the 

west. In grid cells with a percent contribution to annual total anthropogenic NOX above the 99th 
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percentile (49.0%), annual NOX emissions from RFC ranged from 0.0014 tons/year to 2.8 

tons/year. In grid cells with RFC NOX emissions in the 99th percentile (36.2 tons/ year), the percent 

contribution to total anthropogenic NOX ranged from 0.4% to 20.2%. 

 Compared to the annual contribution, RFC emissions allocated using the DS approach 

contributed to a greater fraction of total anthropogenic NOX in winter months, March, and 

November—between 7.7% and 9.7% on average (Figure 3.10). In January, when the domain 

average contribution of RFC emissions was highest, the grid cells with RFC NOX emissions in the 

99th percentile (7.5 tons/month) contributed between 1.0% to 34.2% to total anthropogenic NOX. 

Grid cells with the highest percent contribution of RFC emissions to total emissions in January 

(99th percentile = 61.4%) had very low monthly RFC NOX emissions, ranging from 7.8 x 10-9 

tons/month to 0.059 tons/month.  
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Figure 3.9. (a) Annual RFC NOX emissions (tons) on the 12US2 grid, isolated using SMOKE. (b) 

Annual NOX emissions (tons) from all anthropogenic sources in the EQUATES 2019 

modeling platform. (c) RFC NOX percent contribution to total annual anthropogenic 

NOX emissions. 



48 

 

 

 
Figure 3.10. Monthly percent contribution of DS RFC NOX emissions to total NOX emissions.  

 

To understand where and when incorporating the DS approach has the greatest impact to 

total anthropogenic NOX, the difference between percent contribution to monthly anthropogenic 

NOX using the DS and SS approaches in shown in Figure 3.11. The spatial patterns in positive or 
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negative percent changes are analogous to the percent changes in monthly emissions shown in 

Figure 3.1.  

The highest magnitude of changes in relative contribution of RFC to total anthropogenic 

NOX between DS and SS occur where either total NOX emissions are especially low making RFC 

a greater contributor, such as rural regions in the west, or where RFC NOX emissions are especially 

high, such as urban areas in the Midwest and Northeast. Across the winter months, grid cells with 

DS RFC NOX emissions in the 99th percentile (between 6.3 tons/month in February and 7.5 

tons/month in January) had differences in the percent contribution with SS ranging between -8.6% 

and 6.3%. In March and November, grid cells with DS RFC NOX emissions in the 99th percentile 

(between 5.3 tons/month and 5.1 tons/month, respectively) had increases in the percent 

contribution with SS, ranging between 0.02% and 14.9%. The largest difference in percent 

contribution in grid cells with high monthly NOX emissions occurred over an urban area in the 

Southeast, Atlanta, Georgia. In Figure 3.11, a lattice network of regions with little to no change in 

relative contribution are grid cells along major roadways, where mobile NOX sources have a larger 

contribution compared to other areas.  
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Figure 3.11. The difference between the percent contribution of RFC NOX emissions to total 

anthropogenic NOX emissions for DS and for SS in (a) January, (b) February, (c) 

March, (d) November, and (e) December.  

 

3.2 Impact of DS for Other Chemical Species from RFC 

 While NOX is the primary pollutant of interest for this study, RFC emits other chemical 

species relevant to air quality and human health, including SO2, primary PM2.5, CO, and VOCs. 
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The DS and SS approaches are applied consistently across all RFC emissions, so the relative 

impacts of DS compared to SS shown for NOX in Section 3.1 are analogous to all chemical species 

emitted by RFC. This section discusses the impact of the DS approach on RFC contributions to 

total anthropogenic emissions of SO2, PM2.5, CO, and VOCs. 

3.2.1 Sulfur Dioxide 

In the 2017 NEI, RFC contributed 0.52% of total SO2, with the largest portion of RFC SO2 

emissions from heating oil combustion (U.S. EPA, 2021a). At the county-level, the median percent 

contribution of RFC SO2 to total anthropogenic SO2 was 0.03%, but the maximum contribution 

was 73% (U.S. EPA, 2021a). The highest percentage contribution to country-level emissions were 

in New England, particularly New Hampshire and Connecticut. High SO2 emissions in these 

regions relates to the widespread use of heating oil as a primary heating fuel (Northeast States for 

Coordinated Air Use Management (NESCAUM), 2005). 

Figure 3.12 shows the total gridded annual SO2 emissions from RFC (Figure 3.12a) and 

from all anthropogenic sources (Figure 3.12b), and the percent contribution of the RFC sector to 

total anthropogenic SO2 emissions (Figure 3.12c). The highest SO2 emissions from RFC were 

across states the Northeast, with the maximum grid cell having 180 tons (Figure 3.12a). The 

highest anthropogenic SO2 emissions (maximum of 148,114 tons) were at individual grid cells 

across the country, since stationary combustion from coal-fired power plants and industrial boilers 

are the highest emitters of SO2 (Figure 3.12b; U.S. EPA, 2021a). On average, RFC NOX emissions 

contributed 13.1% to total annual anthropogenic SO2 emissions in a given grid cell, with a 

maximum contribution of 100% (Figure 3.12c).  

On a monthly basis, RFC emissions allocated using the DS approach contributed to 

between 20.6% and 23.6% in the heating season months (November through March) (Figure 3.13). 
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The difference between the monthly percent contribution of RFC SO2 to total anthropogenic SO2 

using DS and SS in the heating season months ranged from -21.6% in February to 27.7% in 

November (Figure 3.14). 
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Figure 3.12. (a) Annual RFC SO2 emissions (tons) on the 12US2 grid, isolated using SMOKE. (b) 

Annual SO2 emissions (tons) from all sources in the EQUATES 2019 modeling 

platform. (c) RFC SO2 percent contribution to total annual SO2 emissions. 
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Figure 3.13. Monthly percent contribution of DS RFC SO2 emissions to total SO2 emissions. 
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Figure 3.14. The difference between the monthly percent contribution of RFC SO2 emissions to 

total SO2 emissions from all sources for DS and for SS in (a) January, (b) February, 

(c) March, (d) November, and (e) December. 

3.2.2 Fine Particulate Matter 

In the 2017 NEI, RFC contributed 0.13% to total annual anthropogenic primary PM2.5 (U.S. 

EPA, 2021a). At the county-level, the median percent contribution of RFC primary PM2.5 to total 

anthropogenic primary PM2.5 was 0.01%, with a maximum contribution of 12% (U.S. EPA, 



56 

 

2021a). The highest percentage contribution to country-level primary PM2.5 were in the northeast, 

and in the central Pacific coast of California.  

In the SMOKE speciation step, PM2.5 is disaggregated into more detailed species (e.g., 

elemental carbon, nitrate, sulfate). Therefore, DS RFC primary PM2.5 was calculated as the sum of 

all fine particulate species defined for the speciation (Simon, 2015). Figure 3.15 shows the total 

annual emissions of primary PM2.5 from RFC (Figure 3.15a), from all anthropogenic sources 

(Figures 3.15b), and the percent contribution of the RFC sector to total anthropogenic primary 

PM2.5 emissions (Figure 3.15c).  

The highest primary PM2.5 emissions from RFC were in urban areas in the Midwest, 

Northeast, and California, with the maximum grid cell having 278 tons (Figure 3.15a). High 

anthropogenic primary PM2.5 emissions (maximum of 10,468 tons) were concentrated in cities but 

also occurred outside of urban areas (Figure 3.15b). The highest source contributors to total 

anthropogenic primary PM2.5 include agricultural dust, road and construction dust, waste disposal 

and prescribed burns (U.S. EPA, 2021a). On average, RFC PM2.5 emissions contributed 2.1% to 

total annual anthropogenic PM2.5 emissions in a given grid cell, but up to a maximum contribution 

of 100% in regions in the west with very low total emissions (Figure 3.15c).  

On a monthly basis, RFC primary PM2.5 emissions allocated using the DS approach 

contributed to an average of between 1.6% and 2.1% during the heating season months (November 

through March) (Figure 3.16). The difference between the monthly percent contribution of RFC 

PM2.5 to total anthropogenic PM2.5 using DS and SS in the heating season months ranged from -

12.6% in January and 23.4% in November (Figure 3.17). 
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Figure 3.15. (a) Annual RFC PM2.5 emissions (tons) on the 12US2 grid, isolated using SMOKE. 

(b) Annual PM2.5 emissions (tons) from all sources in the EQUATES 2019 modeling 

platform. (c) RFC PM2.5 percent contribution to total annual PM2.5 emissions. 
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Figure 3.16. Percent contribution of DS RFC PM2.5 emissions to total monthly PM2.5 emissions 

by month. 
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Figure 3.17. The difference between the percent contribution of RFC PM2.5 emissions to total 

PM2.5 emissions from all sources for DS and for SS in (a) January, (b) February, (c) 

March, (d) November, and (e) December. 

3.2.3 Carbon Monoxide 

In the 2017 NEI RFC contributed 0.13% of total annual anthropogenic CO emissions (U.S. 

EPA, 2021a). At the county-level, RFC does not contribute substantially to total anthropogenic CO 
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emissions; the median percent contribution was 0.1%, and the maximum contribution was 2.6% 

(U.S. EPA, 2021a).  

Figure 3.18 shows the gridded total annual emissions of CO from RFC (Figure 3.18a), from 

all anthropogenic sources (Figures 3.18b), and the percent contribution of the RFC sector to total 

anthropogenic CO emissions (Figure 3.18c). The highest CO emissions from RFC were 

comparable to the spatial distribution of NOX and PM2.5 emissions from RFC, with high values in 

urban areas in the Midwest, Northeast, and California. The grid cell maximum for annual RFC CO 

emissions was 1,208.8 tons (Figure 3.18a). High annual anthropogenic CO emissions (grid cell 

maximum of 110,589 tons) occurred primarily across the eastern half of CONUS, and in urban 

areas (Figure 3.18b). The highest source contributors to total anthropogenic CO include mobile 

sources, residential wood combustion, and prescribed burns (U.S. EPA, 2021a). On average, RFC 

CO emissions contributed less than 0.7% to total annual anthropogenic CO emissions per grid cell, 

but up to a maximum contribution of 100% in regions with low total emissions in the west (Figure 

3.18c).  

On a monthly basis, RFC CO emissions allocated using the DS approach contributed to an 

average of between 1.3% and 1.6% in the heating season months (November through March) 

(Figure 3.19). The difference between the monthly percent contribution of RFC CO to total 

anthropogenic CO using DS and SS in the heating season months ranged from -10.5% in February 

and 24.4% in November (Figure 3.20). 
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Figure 3.18. (a) Annual RFC CO emissions (tons) on the 12US2 grid, isolated using SMOKE. (b) 

Annual CO emissions (tons) from all sources in the EQUATES 2019 modeling 

platform. (c) RFC CO percent contribution to total annual CO emissions. 
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Figure 3.19. Monthly percent contribution of DS RFC CO emissions to total anthropogenic CO 

emissions. 
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Figure 3.20. The difference between the percent contribution of RFC CO emissions to total 

anthropogenic CO emissions for DS and for SS in (a) January, (b) February, (c) 

March, (d) November, and (e) December. 

3.2.4 Volatile Organic Compounds 

In the 2017 NEI, RFC contributed 0.08% of total annual anthropogenic (i.e., non-biogenic) 

VOCs (U.S. EPA, 2021a). At the county-level, RFC does not contribute substantially to total 
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anthropogenic VOC emissions. The median percent contribution to county-level emissions 0.05%, 

with a maximum contribution of 1.2%.  

Figure 3.21 shows the gridded total annual emissions of VOC from RFC (Figure 3.21a), 

from all anthropogenic sources (Figures 3.21b), and the percent contribution of the RFC sector to 

total anthropogenic VOC emissions (Figure 3.21c). The highest VOC emissions from RFC were 

in urban areas in the Midwest, Northeast, and California, and had maximum value of 159.3 tons 

(Figure 3.21a). High anthropogenic VOC emissions (grid cell maximum of 26,016 tons) occurred 

in hotspots across CONUS, as one of the largest contributing sources for VOCs is oil and gas 

production (Figure 3.21c; U.S. EPA, 2021a). On average, RFC VOC emissions contributed 0.1% 

to total annual anthropogenic VOC emissions per grid cell, but up to a maximum contribution of 

100% in regions with low total emissions (Figure 3.21c).  

On a monthly basis, RFC VOC emissions allocated using the DS approach contributed to 

an average of between 0.2% and 0.3% in the heating season months (November through March) 

(Figure 3.22). The difference between the monthly percent contribution of RFC VOC to total 

anthropogenic VOC using DS and SS in the heating season months ranged from -1.3% in January 

to 5.6% in November (Figure 3.23). 
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Figure 3.21. (a) Annual RFC VOC emissions (tons) on the 12US2 grid, isolated using SMOKE. 

(b) Annual VOC emissions (tons) from all sources in the EQUATES 2019 modeling 

platform. (c) RFC VOC percent contribution to total annual VOC emissions. 
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Figure 3.22. Monthly percent contribution of DS RFC VOC emissions to total anthropogenic VOC 

emissions. 
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Figure 3.23. The difference between the percent contribution of RFC VOC emissions to total 

anthropogenic VOC emissions for DS and for SS in (a) January, (b) February, (c) 

March, (d) November, and (e) December. 

 

3.3 Summary of Key Findings 

In this chapter, we evaluated the impact of allocating RFC emissions using the DS approach 

based on daily heating demand, yielding five key results. 
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(1) DS increased the allocation of emissions to March and November relative to SS. 

Across all climate regions, incorporating daily heating demand to allocate RFC emissions 

in the DS approach resulted in a redistribution of emissions toward March and November relative 

to the SS approach (Figure 3.1; Table 3.1). Median percent increases in emissions ranged from 

33.3% to 103% in March, and 42.4% to 183.7% in November (Table 3.1). The increases in 

emissions in March and November were accompanied by decreases in emissions at other times 

during the year, particularly in May through September (Figure 3.2, Figure 3.3). The near universal 

increases during March and November when using the DS approach suggest that the SS approach 

may underestimate RFC emissions in the beginning and end of the winter heating season 

(Gesangyangji et al., 2024).  

 

(2) DS had a greater range in hourly emission rates relative to SS, with higher median peak 

emission rates across all climate regions.  

Incorporating heating demand in the DS approach introduced daily variability in RFC 

heating emissions. As the daily variability in DS emissions is derived from temperature variability, 

daily NOX emission rates were directly correlated with outdoor air temperatures (Figure 3.6c-d). 

Median percent change in maximum daily value ranged from 7.1% percent in the cool-marine 

climate (zone 5C) to 223.0% in the hot-humid climate (zone 2A) (Figure 3.7). 

 

(3) Incorporating a diurnal profile designed to represent heating behavior increased the 

allocation of emissions to night hours compared to the U.S. EPA diurnal profile for RFC. 
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Applying the diurnal profile developed to represent outdoor hydronic heaters (U.S. EPA, 

2025) allocated 18% to 28% more emissions to nighttime hours than the U.S. EPA default profile, 

which could be impactful for simulations of NOX, ozone, and PM chemistry (Figure 3.8).  

 

(4) RFC NOX emissions contributed the most to total gridded anthropogenic NOX emissions 

in rural areas with few NOX sources, and urban areas with high RFC emissions, and that 

contribution was highest in January.  

On average, RFC NOX emissions contributed 4.7% to total annual anthropogenic NOX 

emissions, with a maximum contribution of 68.7% (Figure 3.9). On a monthly basis, RFC 

emissions allocated using the DS approach contributed to a greater fraction of total anthropogenic 

NOX during the heating season months (November through March)—between 7.7% and 9.7% on 

average (Figure 3.10).  

 

(5) On annual and monthly timescales, the contribution of RFC to total anthropogenic 

emissions for chemical species other than NOX was highest for SO2, followed by primary 

PM2.5 and CO, while contributions to VOCs were minimal. 

On a monthly basis, RFC SO2 emissions allocated using the DS approach contributed to an 

average of between 20.6% and 23.6% of total anthropogenic SO2 in the heating season months 

(November through March). The highest RFC SO2 concentrations occurred in New England due 

to the highest reliance on residential fuel oil for space heating. During the heating season months, 

RFC using DS contributed to an average of between 1.6% and 2.1% to total anthropogenic PM2.5, 

between 1.3% and 1.6% to total anthropogenic CO, and between 0.2% and 0.3% to total 

anthropogenic VOCs.  
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Chapter 4 Discussion and Conclusions 

We developed a method for temporally allocating annual emissions from non-wood 

residential fuel combustion (RFC) to each day based on a temperature-dependent proxy for heating 

demand, heating degree days (HDD). This method was applied to estimate RFC emissions across 

the contiguous United States (CONUS) to prepare an emissions inventory for use with the 

Community Multiscale Air Quality model (CMAQ). This chapter discusses the implications of the 

key findings and conclusions in the context of previous studies, and poses future research 

directions. 

4.1 Distribution of Emissions Across the Heating Season 

The temperature-based daily scaling (DS) approach changed the monthly emissions for all 

climate regions compared to the seasonal-scaling (SS) approach, primarily as an increase in 

emissions allocated to March and November. The increases in emissions in March and November 

were accompanied by decreases in emissions during other parts of the year, particularly May 

through September. The reallocation of emissions caused a decrease in emissions in core winter 

months (December through February) in some regions—particularly in colder climates—as the SS 

approach overallocated emissions to winter months compared to March and November, which 

often had comparable heating demand. For the U.S., Gesangyangji et al. (2024) identified March 

and November as part of the heating season—months when heating demand exceeded cooling 

demand—for all states except for Florida based on historical data from 1986-2010. Studies in other 

countries with temperate climates also consider March and November to be part of the heating 

season (Belova et al., 2018; Hartley & Robinson, 2000; Shen & Liu, 2016). By including heating 

demand-based temporal scaling that relied on local daily ambient air temperatures, the DS 

approach adapts the timing of RFC emissions to be responsive to the variability of heating and 
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cooling seasons experienced across U.S. states (Gesangyangji et al., 2024). The reallocation of 

emissions to adapt to local heating and cooling seasons is likely more representative of when RFC 

emissions occur than the fixed SS approach. 

4.2 Daily Emissions Variability and Maximum Emission Rates 

 Allocating emissions based on local heating demand in the DS approach increased the 

range of hourly and daily emission rates compared to the SS approach, resulting in a median 

increase in the maximum emission rates across all climate regions.  For warmer climates with 

sporadic heating demand, DS concentrated RFC emissions to fewer days, resulting in the greatest 

increases to maximum emission rates.  

Because of the co-variability of emissions with atmospheric dynamics, meteorology, and 

chemistry, the timing and magnitude of daily emissions may have substantial impacts to 

atmospheric concentrations. Colder ambient temperatures in winter increase the atmospheric 

lifetime of NOX by slowing chemical loss pathways (Jaeglé et al., 2018; Kenagy et al., 2018). 

Atmospheric dynamics play a role in the physical loss pathways of NOX. For example, a shallow 

boundary layer and stable atmospheric conditions, often caused in winter by temperature 

inversions, can lead to a rapid increase in pollution (Sun et al., 2021; Ying, 2011). One of the 

National Ambient Air Quality Standard (NAAQS) for NOX is a 1-hour standard, and capturing 

peak emission rates from RFC may be important for simulating maximum concentrations in 

atmospheric modeling that may exceed the NAAQS. The variability in the daily allocation of RFC 

emissions with the DS approach may be better able to capture the timing of peak NOX emissions, 

and likely ambient NOX concentrations, compared to the fixed SS approach. 
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4.3 Diurnal Allocation  

 To further improve the representation of RFC in emissions inventories, we compared the 

impact on RFC emissions of using a diurnal allocation profile that was developed to represent 

wood-burning outdoor hydronic heaters (OHH) in the DS approach, to the default profile used in 

current EPA methods for RFC emissions processing (U.S. EPA, 2025) with the SS approach. By 

their definitions, the OHH profile allocates more emissions to evening and morning hours local 

time, whereas the default profile allocates most emissions to midday hours local time (Figure 2.3). 

Applying the OHH profile allocated 18% to 28% more emissions to nighttime hours than the 

default profile across CONUS (Figure 3.8). Spatial differences in the percent of emissions 

allocated to nighttime were impacted both by the change in diurnal profile, and the daily allocation 

of emissions; the DS approach allocates more emissions to the heating season months, which also 

have longer nights in the midlatitudes.  

A higher allocation of emissions to nighttime may increase the importance of nocturnal 

chemical processes to determining the fate of NOX in the atmosphere. Analysis of the WINTER 

aircraft campaign showed that the nocturnal NOX lifetime is shorter than the daytime NOX lifetime 

(Kenagy et al., 2018). Furthermore, chemical loss of NOX via N2O5 and HNO3 chemistry becomes 

more important at night compared to the day, when photochemical reactivity dominates chemical 

processes (Jaeglé et al., 2018; Kenagy et al., 2018).  

 RFC emissions encompass fuel combustion from a range of space heating appliances that 

use various fuel sources (e.g., natural gas, fuel oil, etc.). Ideally, each appliance would be 

represented with diurnal allocation profiles specific to the daily usage activity for each appliance 

type. Though the OHH profile was developed to represent wood-burning heating appliances, a 

study by Gouveia et al. (2017) suggested that space heating from electricity follows a similar 
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diurnal allocation. Using observations of hourly consumption of electricity to track usage for space 

heating, Gouveia et al. (2017) found that the typical use profile for space heating was highest in 

the evening hours. However, unlike the OHH profile which also allocates emissions to early 

morning hours, the electricity usage for space heating was lowest in the early morning hours. While 

the assumption to use the OHH profile is likely an improvement in the representation of heating 

activity over the default profile, appliance- or fuel-specific diurnal allocations could be a future 

improvement for hourly RFC emissions estimations. 

4.4 Contribution of RFC to Total Anthropogenic Emissions 

 Isolating gridded, temporally-allocated RFC emissions from other nonpoint sources for this 

research allowed us to quantify the contribution of RFC emissions to total anthropogenic emissions 

on an annual and monthly basis. Previously, available data only allowed for estimating the 

contribution of RFC to annual, county-level emissions. On an annual basis, RFC contributed to an 

average of 4.7% of total anthropogenic NOX by grid cell, and up to 68.7%. The contribution of 

RFC to total NOX emissions increased during the heating season, with average contributions 

between 7.7% and 9.7%. RFC NOX emissions had the highest contribution to total gridded 

anthropogenic NOX emissions in rural areas with limited NOX sources and urban areas with 

relatively high RFC emissions. Quantifying the impact to gridded emissions shows that previous 

estimates using county-level totals underestimate the relative importance of RFC to total 

anthropogenic NOX in some grid cells, especially in the winter.  

On annual and monthly timescales, the contribution of RFC to total anthropogenic 

emissions for other chemical species was highest for SO2. RFC SO2 emissions contributed a 

substantial portion of gridded total anthropogenic SO2 emissions, particularly in New England, 

with average contributions between 20.6% and 23.6% during the heating season. The largest SO2 
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emissions sources are coal-fired power plants, industrial fuel combustion, and other industrial 

processes such as chemical manufacturing (U.S. EPA, 2023a). Though these large stationary 

sources have SO2 emissions that are three orders of magnitude higher than RFC SO2 emissions, 

RFC is one of the only sources of SO2 emissions in areas without large sources. High RFC SO2 

emissions in the U.S. are primarily from the sulfur content in fuel oil, which is predominantly used 

in New England states (Kroetz & Friedland, 2008; Northeast States for Coordinated Air Use 

Management (NESCAUM), 2005). Outside of the U.S., residential heating is a substantial source 

of SO2 due to reliance on coal for central heating systems (Mutlu & Bayraktar, 2021; Su et al., 

2011). Since 2011, the NEI has not reported any RFC from coal combustion as coal is no longer a 

primary fuel source used in residential heating (U.S. EPA, 2021c). Chemical transport model 

evaluations of RFC emissions could be done to understand the impact of RFC emissions on 

ambient SO2 concentrations to identify potential NAAQS exceedances in areas without regulatory 

surface-level monitors. 

4.5 Potential Implications for CMAQ Biases 

 Model performance of CMAQ in simulating atmospheric composition is limited by the 

accuracy of emissions inventory inputs, as well as chemical mechanisms and meteorological inputs 

(Appel et al., 2021b). CMAQ simulations have regional and seasonal biases in the estimation of 

ambient NOX, ozone, PM2.5, and other chemical species. While the DS approach reflects an 

improvement in the representation of the temperature-dependence of RFC emissions compared to 

the SS approach, the implications for potentially improving CMAQ performance are unclear. 

 CMAQ tends to underestimate NOX concentrations throughout the year, but especially in 

the winter months (Appel et al., 2021a; Harkey et al., 2015; Kaynak et al., 2013; Pan et al., 2014) 

In an evaluation of CMAQ version 5.3.1, winter NOX concentrations were biased low compared 
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to surface monitor observations for all regions across CONUS (Appel et al., 2021a). The 

reallocation of RFC NOX emissions in time using the DS approach could potentially improve the 

CMAQ low bias by allocating more emissions to cold days when longer NOX lifetimes and 

atmospheric stagnation may result in rapid increases to concentrations. Alternatively, the 

distribution of RFC emissions to an extended heating season, increasing emissions in March and 

November but decreasing emissions in the winter months, may decrease NOX concentrations and 

contribute to the low CMAQ bias.  

 While CMAQ performs well in simulating summer ozone concentrations, winter ozone 

concentrations are underestimated compared to observations (Appel et al., 2021b; Matichuk et al., 

2017). Winter season ozone in CMAQ version 5.3.1 was biased low in all regions across CONUS 

compared to surface monitor observations (Appel et al., 2021b). CMAQ ozone estimations are 

especially low in the mountain west and northeastern states, where RFC emissions are highest 

(Appel et al., 2021a). A study using CMAQ to investigate a high winter ozone episode which 

coincided with a temperature inversion during the 2013 Uinta Basin Winter Ozone Study 

(UBWOS) similarly showed that CMAQ predictions of ozone were biased low compared to 

surface and aircraft observations (Matichuk et al., 2017). Depending on local ozone formation 

chemistry, increases to RFC NOX emissions during cold weather events due to the DS temporal 

allocation could improve performance of CMAQ ozone simulations during the winter.  

Studies have shown that chemical transport models have worse performance in simulating 

chemical processes impacting nocturnal chemistry compared to daytime processes (Chang et al., 

2011; Hoffman et al., 2024). Though the poor performance is primarily tied to simplifications in 

the chemical mechanisms impacting nocturnal chemistry, including a more accurate allocation of 

RFC emissions to nighttime may improve the characterization of wintertime atmospheric 
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composition. For example, Hoffman et al. (2024) identified low biases in estimations of winter 

concentrations of dinitrogen pentoxide (N2O5) and nitryl chloride (ClNO2) using various chemical 

mechanisms in CMAQ compared to observations. As N2O5 and ClNO2 are produced by the 

oxidation of NOX at night (e.g., Jaeglé et al., 2018), higher NOX emissions allocated to nighttime 

hours may improve the CMAQ low bias for these species.  

4.6 Assumptions and Limitations 

 Estimating hourly, gridded emissions from annual county-level emissions totals is 

inherently based on assumptions and simplifications. Using HDDs as the temperature-based proxy 

for heating demand in the DS approach assumes that all RFC emissions are directly correlated with 

ambient air temperatures. HDDs are a widely used proxy for heating demand and energy use for 

residential space heating, which are based solely on outdoor ambient temperature (e.g., 

Gesangyangji et al., 2024; Kennard et al., 2022; Quayle & Diaz, 1980; Thom, 1954). Other 

meteorological variables can also have an impact on residential heating demand, such as humidity 

(Kheiri et al., 2023), which is not incorporated directly in this method. In the evaluation of 

emissions impacts to different IECC climate regions, we observed systematic differences in the 

impact of DS on humid compared to dry climates (Figure 3.8), indicating that our scaling approach 

may indirectly represent the influence of humidity on building heating.  

The assumption that all RFC emissions are proportional to HDDs in the DS approach is a 

simplification when considering RFC emissions from other end uses for fuel besides space heating. 

Though space heating is the largest end use of residential fuels in the U.S., it is not the only end 

use. Based on the 2020 Residential Energy Consumption Survey from the U.S. Energy Information 

Administration (U.S. EIA), 46% to 78% of residential natural gas use across census regions is for 

space heating, with between 17% and 43% of usage toward water heating. An evaluation of 
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outdoor temperature on the efficiency of water heaters found that lower temperatures increase the 

energy demand for water heating (Hart & De Dear, 2004). While there is an inverse relationship 

between temperature and water heater energy demand, water heaters are still used on days when 

there is no space heating demand. The DS simplification to only allocate RFC emissions based on 

space heating demand is comparable to the assumptions made by the U.S. EPA for residential wood 

combustion, where it is assumed that no emissions are present on days above a reference outdoor 

temperature threshold (U.S. EPA, 2023b). 

When this research was initiated, EQUATES 2019 was the most recent platform available 

from the U.S. EPA, which has been used in peer-reviewed publications (e.g., Harkey & Holloway, 

2024; Hoffman et al., 2024). The EQUATES 2019 platform uses the SS approach to allocate RFC 

emissions, which was used for comparison to DS in this study. After this research was initiated, 

the U.S. EPA released model-ready emissions inventories for model years 2020 through 2023 with 

a monthly scaling approach for residential natural gas emissions (U.S. EPA, 2025).  The monthly 

allocation method is based on monthly natural gas purchases by state reported by the U.S. EIA. 

All other RFC fuel types use the SS approach, and emissions for all fuel types are flatly allocated 

for each day of the month. The monthly allocations are constant for each state, which does not 

account for intrastate heterogeneity in heating demand. Based on the IECC climate zones, most 

states have more than one climate zone, with some larger states having as many as six or seven 

climate zones (Figure 2.4). While the monthly allocation approach is an improvement in precision 

compared to the SS approach, the temperature-based DS approach offers further improvements to 

the representation of heating demand on daily RFC emissions.  
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4.7 Future Research Directions 

Developing this temperature-dependent emissions inventory (EI) of RFC will allow us to 

investigate the co-variability between emissions, meteorology, and chemistry impacting 

wintertime air quality. As I continue in my graduate research, I plan to implement the new RFC EI 

into the EQUATES 2019 modeling platform to simulate wintertime air pollution using the CMAQ, 

focusing on NOX and secondary particulate nitrate concentrations. I will evaluate the model results 

by comparing output to surface and satellite observations where available. Because more recent 

emissions estimates are now available, I plan to apply the DS allocation approach to the 2020 NEI 

for the 2024 model year, using 2024 meteorology. The 2024 model year coincides with 

observations from the Tropospheric Emissions: Monitoring of Pollution (TEMPO) satellite 

mission. For the 2024 model year, I plan to use CMAQ to isolate the effects of RFC emissions 

from other meteorologically-dependent chemical processes on wintertime atmospheric 

composition. 
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